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Abstract

We introduce a sequential rewriting strategy for P systems based on Gillespie’s stochastic simulation algorithm, and show that the resulting formalism of stochastic P systems makes it possible to simulate biochemical processes in dynamically changing, nested compartments. Stochastic P systems have been implemented using the spatially explicit programming language MGS. Implementation examples include models of the Lotka–Volterra auto-catalytic system, and the life cycle of the Semliki Forest virus.
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1. Introduction

Numerous natural processes have been proposed as unconventional paradigms of computation. Biology has been a particularly rich source of ideas, inspiring such notions as neural networks (McCulloch and Pitts, 1943), genetic algorithms (Holland, 1973), cellular automata (Ulam, 1962; Von Neumann, 1966), L-systems (Lindenmayer, 1968; Prusinkiewicz and Lindenmayer, 1990), and membrane computing (Păun, 2001; Cardelli, 2004).

The synergy between biology and computer science is well illustrated by the formalism of Lindenmayer systems. Introduced as a mathematical model of the development of multicellular organisms (Lindenmayer, 1968), L-systems gave rise to a branch of formal language theory (Herman and Rozenberg, 1975; Rozenberg and Salomaa, 1980), before being reapplied to biology and computer graphics as a method for simulating and visualizing plant development (Prusinkiewicz and Lindenmayer, 1990; Prusinkiewicz, 1999). Further applications of L-systems include the generation of space-filling curves (Prusinkiewicz et al., 1991), and geometric modeling (Prusinkiewicz et al., 2003).

In this paper, we present a formalism for stochastic simulation of biochemical processes taking place in compartmentalized structures. Examples of such structures include living cells enclosing the nucleus, the mitochondria, the Golgi complex, and other organelles, or – at a larger scale – tissues and organs comprising individual cells. The formalism combines:

• Gillespie’s stochastic simulation algorithm (SSA) (Gillespie, 1977), which makes it possible to simulate
reactions in well-mixed chemical systems using the discrete-event simulation paradigm (Kreutzer, 1986) and

- Păun systems (P systems) (Păun, 2001), which make it possible to represent processes that take place in nested, dynamic (changing over time) compartments.

**Stochastic P systems** preserve the definition of atomic operations (application rules) previously defined for P systems, but the commonly used maximum parallel application strategy is replaced with a stochastic sequential strategy. According to this strategy, atomic operations are chosen at random and applied one at a time. A related strategy was introduced by Obtułowicz (2003), who assumed that the application rules are assigned fixed probabilities. In contrast, we assume that the probabilities may change in the course of simulation. This feature is essential to the implementation of Gillespie’s algorithm.

The idea of incorporating stochastic strategies into rewriting systems has a relatively long history. Stochastic and probabilistic L-systems were introduced to the theory of formal languages by Jürgensen (1976); Eichhorst and Savitch (1980), and Yokomori (1980). Related notions were applied by Nishida (1980); Prusinkiewicz (1987), and Prusinkiewicz and Hanan (1989) to simulate variations in the development of modeled plants. The concept of dynamically computing the probabilities of rule application in L-systems was introduced in Prusinkiewicz (1987). A recent extension of L-systems incorporates a stochastic application strategy based explicitly on Gillespie’s algorithm (Cieslak, 2006).

In addition to Obtułowicz (2003), stochastic extensions of P systems were proposed by Madhu (2003); Ardelean and Cavaliere (2003), and Pescini et al. (2006). That work was primarily devoted to a theoretical analysis of variants of P systems, expressed in terms of formal language theory. One exception is the paper by Pescini et al. (2006), which was devoted to the modeling and simulation of biochemical processes. We compare their approach to our own in the conclusion. Furthermore, the PhD thesis by Bernardini (2005) has led to recently published results that largely parallel ours (Bernardini et al., 2005; Cazzaniga et al., 2006a, b).

Mechanisms for the probabilistic application of rules were also introduced into general rewriting system environments. In Maude (Koushik et al., 2003), the authors define the notion of probabilistic rewriting theories. A probabilistic rewriting strategy was also proposed for the Elan rewriting system (Bournez and Kirchner, 2002; Bournez and Hoyrup, 2003). In both cases, rewriting strategies can be specified by the user. Gillespie’s algorithm could thus presumably be coded using these systems, although no example has been given so far.

Gillespie-based stochastic simulation of biochemical systems with static compartments has previously been supported by selected systems biology packages, such as E-cell (Tomita et al., 1999) and StochSim (Novère and Shimizu, 2001). Dynamic compartments have been supported less frequently; a notable exception is the process algebra of BioAmbients (Regev et al., 2004). In contrast to that work, we are able to eliminate a compartment and all its contents in one primitive operation, dissolve a compartment and merge its contents with the parent compartment, create several identical sibling compartments from a single one, and split the contents of a compartment into several siblings.

Our paper is organized as follows. In Sections 2 and 3 we review the two foundations of our work: P systems and Gillespie’s stochastic simulation algorithm. These notions are combined into the definition of stochastic P systems (SP systems) in Section 4. In Section 5 we outline an implementation of SP systems in the MGS programming language. A systematic translation of SP system rules into MGS is described. The resulting implementation makes it possible to simulate biochemical processes that take place in a well-mixed solution or are dynamically compartmentalized. Two examples are given in Section 6. The first example, the Lotka–Volterra auto-catalytic system, only requires a single static compartment. Dynamic compartments are used in the second example, a model of a viral infection. In Section 7 we present conclusions and directions for future work.

2. P Systems

Păun systems, also called P systems or membrane systems, are a biologically motivated formalism describing parallel distributed computation (Păun, 2000, 2001). P systems are inspired by the organization and functioning of a biological cell.

A cell is considered in an abstract way as a hierarchy of compartments enclosed by membranes. Each compartment may include elementary objects (molecules) as well as other compartments. Processes in a cell are viewed as sequences of discrete events. Examples of events are: a chemical reaction between molecules within a compartment, transport of molecules outside of, or into a compartment, and creation and dissolution of compartments.

In the following sections, we give a formal definition of the P system formalism. In contrast to the standard approach, we do not represent membranes explicitly,
but consider them as a consequence of the nesting of multisets.

2.1. Compartments and Multisets

Let $\mathcal{O} = \{a, b, c, \ldots\}$ be the set of elementary objects on which a P system will operate. These objects can be contained in compartments, which are represented as multisets: sets in which repetitions of the same element are allowed. By analogy to set notation, the brackets $\{\ldots\}$ are used to enclose the elements of a multiset $m$. The empty multiset is written as $\{\}$.

An elementary compartment contains only elementary objects. To represent the content of several nested compartments, we consider multisets with elements that are either elementary objects or, recursively, multisets. For example,

$$m = \{\{a\}, b, b, c, \{a, b, \{c\}\}\}$$

is a multiset that contains three elementary objects (two elements $b$ and one element $c$), and two multisets: $m_1 = \{a\}$ and $m_2$. The multiset $m_2$ contains one element $a$, one element $b$, and a singleton multiset containing one element $c$. Several representations of this multiset are shown in Fig. 1. When required, we assign types to compartments and indicate these types using labels (Fig. 1, III).

We use the cons operator :: to add an element to a multiset. For example, if $m_1 = \{1, \{1\}, 2\}$ and $m_2 = \{2, 2, 3\}$, then $2 :: m_1$ is equal to $\{2, 1, \{1\}, 2\}$, and $m_1 :: m_2$ is equal to $\{1, \{1\}, 2\}, 2, 2, 3\}$. Furthermore, we use the comma operator to merge the content of two (possibly nested) multisets. For example, $m_1, m_2 = \{1, \{1\}, 2, 2, 2, 3\}$. Finally, we overload the comma operator to allow one or both of its arguments to be elementary objects. For example, if $a$ and $b$ are elementary objects and $m$ is a multiset, then $a, m = a :: m$ and $a, b = \{a, b\}$. With this notation, the expressions $(a :: (b :: (c :: \{\})))$ and $a, b, c$ denote the same multiset $\{a, b, c\}$.

2.2. Evolution of a P System State

The state of a P system is represented by a multiset, which may change over time in a discrete fashion. These changes are specified using sets of rules associated with compartment types. A rule $\alpha \rightarrow (\beta, \ell)$ consists of the left-hand side $\alpha$ and the right-hand side $(\beta, \ell)$. The left-hand side $\alpha$ (the predecessor) is a pattern intended to match a sub-multiset of objects that belong to some compartment $m$. The right-hand side consists of a multiset of objects $\beta$ (the successor or result) and a target location $\ell$. When a rule is applied, the multiset matching $\alpha$ is replaced by the multiset $\beta$ at location $\ell$. The location $\ell$ is specified by one of the following expressions:

- here: the result remains in the same compartment $m$ from which $\alpha$ was taken,
- $\text{in}_m$: the result is transported to a compartment $m'$, included in compartment $m$ (this rule can only be applied if $m'$ is (directly) nested in $m$),
- out: the result is transported out of compartment $m$ and added to the parent multiset,
- $\delta$: after replacing $\alpha$ by $\beta$ as in the case here, the boundary surrounding compartment $m$ is removed (compartment $m$ is dissolved and all the elements of $m$ are added to its parent compartment).

To shorten the notation, especially when dealing only with elementary objects, we drop the outer brackets enclosing multisets $\alpha$ and $\beta$. We also omit the here location. Thus a rule $\{a, b, c\} \rightarrow \{c, d, d\}$, here is written as $a, b, c \rightarrow c, d, d$. This notation is consistent with the definition of comma as an operator that merges elementary objects or multisets into a nested multiset.

Examples of P system rules are given below and illustrated in Fig. 2 under the assumption that each rule applies to compartment $m_1$:

- $a, b \rightarrow c$, $a$ and $b$ react to create $c$
- $a \rightarrow \{\}$. $a$ vanishes
- $a \rightarrow a$, out $a$ is released into the enclosing compartment
- $a \rightarrow a$, $\text{in}_{m_2}$ $a$ is transported to $m_2$
- $a \rightarrow \{a\}_{m_2}$ $a$ is isolated in a newly created compartment
- $a \rightarrow a, \delta$. the boundary surrounding $a$ is dissolved

2.3. P System Rule Application Strategy

When a rule is applied to a multiset $m$, the predecessor objects are consumed and deleted from $m$. Consequently,

---

Fig. 1. Equivalent representations of a multiset: Venn diagram (I), tree (II), and parenthesised expression (III). In the latter case, labels have been added to indicate the type of each compartment.
two or more rules cannot apply concurrently to the same objects, and one rule has to be chosen. In rewriting systems, the policy for deciding which rule(s) will be applied is called the application strategy. For P systems, the maximal parallel strategy is commonly used. According to this strategy, rules are applied simultaneously to as many elements as possible, so that no rule matches the remaining elements of the multiset \( m \). In the case of conflicts, rules are selected non-deterministically. The motivation for parallel rewriting in P systems is that the passing time affects simultaneously all the elements of the multiset \( m \). The same motivation underlies parallel application of productions in L-systems (Lindenmayer, 1968).

The maximal parallel strategy is well suited to the modeling of discrete dynamic systems in which components operate synchronously. It is less well suited to capture events that occur asynchronously in continuous time (Lindenmayer and Jürgensen, 1992), since, as the time interval \( \Delta t \) corresponding to a derivation step decreases, the probability that two events will occur in the same interval decreases as well. This is the case when considering chemical reactions at an atomic scale.

One can consider such situations from the perspective of discrete-event simulation, assuming that events occur one at a time (the probability that two asynchronous events will occur exactly at the same time is equal to zero). This idea underlies Gillespie’s algorithm discussed below and leads to an alternative, sequential, rule application strategy for P systems.

### 3. Stochastic Simulation of Chemical Reactions

Gillespie (1977) developed a stochastic method for simulating well-mixed chemical systems. This method, along with its subsequent improvements and extensions (Gillespie, 2000; Gibson and Bruck, 2000; Gillespie, 2001), has recently found many applications in the area of systems biology. This is due to its suitability for simulating biochemical systems with small numbers of molecules. Such systems cannot be adequately characterized with classical continuous mathematical models of chemical reaction kinetics, because the underlying notion of concentration loses its meaning when the number of molecules is small.

From the computer science point of view, Gillespie’s method relies on a discrete-event simulation (Kreutzer, 1986) of reactions between individual molecules. A reaction \( R_\mu \), for instance \( A + B \rightarrow C \), may occur when the reacting molecules (A and B) collide with sufficient energy to yield the product (molecule C). The probability \( P(\mu, d\tau) \) that reaction \( R_\mu \) will take place over an infinitesimal time interval \( d\tau \) is proportional to
• the stochastic reaction constant $c_\mu$, which depends on the type of reaction and temperature;
• the number $h_\mu$ of distinct combinations of reacting molecules (for example, if the total number of molecules of type A is equal to $[A]$, and the total number of molecules of type B is equal to $[B]$, the number of combinations $h_\mu$ is equal to $[A][B]$; see Gillespie (1976) for further discussion); and
• the length of the time interval $d\tau$.

We thus have:

$$P(\mu, d\tau) = h_\mu c_\mu d\tau = a_\mu d\tau,$$

(1)

where the product $a_\mu = h_\mu c_\mu$ is called the propensity of reaction $R_\mu$.

Let $X(t)$ denote the state of the considered system at time $t$. We will characterize this state in terms of $N$ multisets $X_i$ of molecules of different species $i = 1, 2, \ldots, N$. Gillespie (1977) showed that the probability $\tilde{p}(\tau, \mu)d\tau$, with which next reaction $R_\mu$ will occur in the infinitesimal time interval $(t + \tau, t + \tau + d\tau)$, is equal to

$$\tilde{p}(\tau, \mu)d\tau = a_\mu e^{-a_\mu \tau} d\tau,$$

(2)

Eq. (2) differs from Eq. (1) by the term $e^{-a_\mu \tau}$, which captures the probability that no reaction $R_\mu$ will take place in the interval $(t, t + \tau)$. If the total number of different reaction types is $M$, the probability that the next reaction will be of type $\mu$ and will occur in the time interval $(t + \tau, t + \tau + d\tau)$ is

$$p(\tau, \mu)d\tau = a_\mu e^{-a_0 \tau} d\tau,$$

(3)

where $a_0 = \sum_{\nu=1}^{M} a_\nu$ is the combined propensity of all $M$ reactions (Gillespie, 1977). Adding up the probabilities expressed by Eq. (3) for all reaction types, we obtain the probability $p_1(\tau)d\tau$ that the first reaction of an arbitrary type will occur in the time interval $(t + \tau, t + \tau + d\tau)$:

$$p_1(\tau)d\tau = \sum_{\mu=1}^{M} p(\tau, \mu)d\tau$$

$$= \sum_{\mu=1}^{M} a_\mu e^{-a_0 \tau} d\tau = a_0 e^{-a_0 \tau} d\tau.$$

(4)

The evolution of the system state over time is simulated by iterating the following steps:

• given system state $X(t)$, determine the type $\mu$ of the next reaction and the inter-reaction time $\tau$ before this reaction takes place,
• modify the state $X(t)$, taking into account the reactants removed from the system and products added to the system by reaction $R_\mu$, and
• advance simulation time $t$ by $\tau$.

Gillespie proposed two methods to determine the reaction type $\mu$ and the inter-reaction time $\tau$ in a manner consistent with the distribution of probabilities given by Eq. (3). They are called the direct method and the first-reaction method. In the direct method, the time of the next reaction is chosen using Eq. (4), considering all reaction types at once. A particular reaction is then chosen on the basis of the reaction propensities. In the first reaction method, on the other hand, the time of the first reaction of each type $\mu$ is chosen using Eq. (2). The earliest reaction (with the smallest reaction time) is then applied to update the system state, and the simulation time is advanced accordingly.

Specifically, the direct method is based on the conditional probability formula (Gillespie, 1977, p. 418):

$$p(\tau, \mu)d\tau = p_1(\tau)d\tau P_2(\mu|\tau),$$

(5)

where $p_1(\tau)d\tau$ is the probability that the next reaction will occur in the time interval $(t + \tau, t + \tau + d\tau)$, as given by Eq. (4), and $P_2(\mu|\tau)$ is the conditional probability that the next reaction will be $R_\mu$, if the time of the next reaction is $t + \tau$. This conditional probability is obtained by dividing Eq. (3) by Eq. (4):

$$P_2(\mu|\tau) = \frac{p(\tau, \mu)}{p_1(\tau)} = \frac{a_\mu}{a_0}.$$

(6)

The inter-reaction time $\tau$ and the next reaction $R_\mu$ are chosen according to the probabilities given by Eqs. (4) and (6) using the inversion method (Ross, 1989, p. 564). Specifically, given two independent random numbers $r_1$ and $r_2$ generated with uniform distribution in the interval $[0, 1]$, the inter-reaction time is obtained using the formula:

$$\tau = \frac{1}{a_0} \ln \frac{1}{r_1},$$

(7)

and the reaction index $\mu$ is determined by solving the equation:

$$\sum_{\nu=1}^{\mu-1} a_\nu < r_2 a_0 \leq \sum_{\nu=1}^{\mu} a_\nu.$$

(8)

In the first reaction method, the time $\tau_\nu$ of the first reaction of type $\nu$ is chosen independently of other reactions for each $\nu = 1, 2, \ldots, M$ with the inversion method applied to Eq. (2). To this end, $M$ independent random numbers $r_\nu$ are generated with uniform distribution in
the interval \([0, 1]\), and times \(\tau_v\) are calculated using Eq. (9), similar to Eq. (7):

\[
\tau_v = \frac{1}{d_v} \ln \frac{1}{r_v} \quad \text{for } v = 1, 2, \ldots, M.
\] (9)

The smallest value \(\tau_v\) is then chosen as the inter-reaction time, and the system state \(X\) is updated using the corresponding reaction \(R_v\).

4. Compartmentalized SSA and Stochastic P Systems

4.1. Gillespie’s Algorithm as a Multiset Rewriting Strategy

Gillespie’s algorithm makes it possible to simulate reactions in a well-mixed chemical solution. If such a solution is represented by a multiset whose elementary objects are molecules (Banâtre and Le Métayer, 1986; Dittrich et al., 2001), then chemical reactions can be expressed as multiset rewriting rules. Gillespie’s algorithm leads to a sequential application strategy for these rules: only one rule is applied in each derivation (simulation) step.

The sequential application strategy represents a considerable departure from the maximal parallel application strategy usually considered for P systems. In the theory of formal languages, the distinction between sequential and parallel rewriting plays a fundamental role, leading to different hierarchies of languages: Chomsky versus Lindenmayer (Herman and Rozenberg, 1975; Rozenberg and Salomaa, 1980). This distinction may also be relevant to the formal properties of P systems and deserves a further study. Nevertheless, here we only consider the modeling applications of stochastic P systems.

4.2. Handling Compartments

The potential presence of nested compartments in P systems violates the assumption of homogeneous spatial distribution of molecules on which Gillespie’s algorithm is based. Nevertheless, the SSA can be extended to nested compartments as follows:

- Reactions taking place within compartments are simulated by considering each compartment individually (we assume here that molecules within each compartment are distributed homogeneously);
- P system rules involving transport of molecules and creation and dissolution of membranes are assigned their own propensities and treated as reactions, although they may affect two compartments at a time.

Our extension preserves the discrete-event simulation character of Gillespie’s method and treats reactions and transport events as occurring instantaneously.

We define a derivation step in a stochastic P system by analogy to the direct or first reaction method. In the direct method, reactions of the same type, but associated with different compartments, are formally treated as distinct reactions with their own propensities. This distinction is achieved by renaming identical molecules, and their associated reactions, that appear in different compartments. After this renaming, the next reaction is selected, and the simulation time advanced, as in the single compartment situation.

In the first reaction method, the SSA is applied to each compartment \(c\) separately, yielding reaction \(R_c\) and reaction time \(\tau_c\) for each compartment. The compartment with the smallest reaction time is then selected and the corresponding reaction is applied. A detailed algorithm for the first reaction method is given below.

Let \(\text{split}(\cdot)\) be the function that divides a nested multiset \(m\) into two parts: the multiset of elementary objects belonging to \(\mathcal{O}\) and the multiset of the remaining multisets:

\[
\text{split}(m) = (m'; m'')
\]

where

\[
m' = \{x, x \in m \text{ and } x \not\in \mathcal{O}\},
\]

\[
m'' = \{x, x \in m \text{ and } x \not\in \mathcal{O}\}.
\]

Furthermore, let \(R_m\) denote the set of rules applicable to \(m\), and \((\tau; p) = SSA(m)\) be the result of the application of one of these rules according to the original Gillespie’s algorithm. In the pair \((\tau; p)\), \(\tau\) is the time increment related to the application of the selected rule to \(m\), and \(p\) is the new multiset. A simulation step of a stochastic P system is then given by the following recursive function:

```plaintext
function nestedSSA (m: nested multiset)
    \((m'; m'') := \text{split}(m)\)
    \((\tau_0; n_0) := SSA(m')\)
    let \(N\) = size \((m'')\)
    for \(i = 1\) to \(N\) do
        \((\tau_i; n_i) := \text{nestedSSA}(m''_{\tau_i})\)
    let \(j\) such that \(\tau_j = \min_{0 \leq i < N} \tau_i\)
    if \(j = 0\) then return \((\tau_0; n_0; m'')\)
    else return \((\tau_j; m'': m_1'' \cdots m_{j-1}'' n_j m_j'' \cdots m''_N\)
```

The above pseudo-code can be implemented in various programming environments. An example is given in the next section.
5. Implementation of Stochastic P Systems in MGS

MGS is a domain-specific programming language supporting the modeling and simulation of dynamical systems with a dynamical structure (Giavitto et al., 2003). Numerous examples of such systems are found in the area of biology. Computation in MGS consists of the application of rewriting rules to dynamic data structures. The rules and data structures are defined in local terms, using the notion of neighborhood rather than global coordinates or indexing schemes. Different types of neighborhood (Giavitto and Michel, 2002) can be specified within MGS, leading to a unified treatment of collections of objects with different topologies (called topological collections).

Below we present the features of MGS that are relevant to the implementation of stochastic P systems.

5.1. Representation of P Systems States

As defined in Section 2, the state of a P system is a nested multiset, called bag in the context of MGS. Each element of a bag is a neighbor of all other elements. Elements of bags can be any values supported by MGS including numbers and symbols. Symbols are denoted by back-quoted identifiers as ‘X.

The empty bag is written bag : (). The operations on bags include cons (::) and comma, as defined in Section 2. For example, the nested multiset of Fig. 1 can be specified using the following MGS expression:


\[
\text{\texttt{\textquoteleft c :: \textquoteleft \textquoteleft a :: +bag : ()}} \text{\texttt{:: (\textquoteleft \textquoteleft a :: \textquoteleft \textquoteleft c :: bag : ()}} \text{\texttt{:: bag : ():: bag : ()}}
\]

The nesting of compartments is specified by the parentheses. The syntax #2 ‘X :: m is an abbreviation for ‘X :: ‘X :: m.

To handle P systems with typed compartments (cf. Figs. 1 and 2), we rely on the notion of sub-typing provided by MGS. Sub-typing in MGS associates different sub-types to various instances of objects of the same type. For example, the following statements create bags of two sub-types A and B:

\[
\text{\texttt{collection A = bag;}} \text{\texttt{;}}
\]
\[
\text{\texttt{collection B = bag;}} \text{\texttt{;}}
\]

The expressions A() and B() refer to empty bags of different sub-types within the common type bag.

5.2. Transformations

To manipulate topological collections, MGS provides a unifying construct, called transformation. A transformation is a function defined by cases. Each case corresponds to a specific rewriting rule. An MGS rewriting rule consists of the left-hand side, a rule qualifier, and the right-hand side. The left-hand side is a pattern that specifies a sub-collection to which the rule may be applied. The qualifier characterizes conditions of rule application. The right-hand side evaluates to the sub-collection that will replace the sub-collection matched by the left-hand side.

The pattern syntax follows the grammar:

\[
\text{\texttt{Atom ::= l | dt | id : t,}}
\]
\[
\text{\texttt{Pattern ::= Atom | Atom, Pattern | Atom \ / Pattern}}
\]

An Atom matches a literal value (l) or a pattern variable bound to an element and used in the right-hand side of the rule (id). The construct id : t matches a variable id of type t. A Pattern is a finite sequence of Atoms.

The comma operator in the left-hand side of a rule denotes the neighborhood relationship. For example, the pattern x, y matches two elements that are neighbors. In the context of bags, in which each element is a neighbor of any other element, x, y matches any pair of elements.

The \ / construct, termed down, is used to descend into a multiset nested within the current one. For example, if m = {[a, \{b\}], \{c, d\}, e}], the pattern a,n \ / (c,d) will match the sub-collection \{a, \{c, d\}\}\) of m.

As a simple example of MGS code, let us consider a variant of the sieve of Eratosthenes that computes the bag of all prime numbers between 2 and n, given the bag that contains all integers from 2 to n. The idea is to iterate the transformation that substitutes y for a pair x, y such that y divides x:

\[
\text{\texttt{trans prime = \{x,y\Rightarrow if(x\%y) == 0 then}} \text{\texttt{y else x, yfi}}
\]

The prime transformation consists of only one rule. The operator \% computes the remainder from the division of x by y. If any two values x and y in the bag are such that y divides x then x is removed. If y does not divide x then the pair x, y is replaced by itself.

Once defined, this transformation can be applied in several ways:

1. only once, like an ordinary function: prime(M);
2. n times, using the iter option: prime[iter=n](M);
3. until some predicate P holds: prime[iter = P](M)
   (the argument of the predicate P is the result returned by the last application of the transformation); and
4. until the fixed point has been reached: prime[iter = ‘fixpoint’](M).
By default, MGS transformations are applied using the maximal parallel rewriting strategy. However, MGS also supports a parameterized sequential application strategy (Spicher et al., 2006; Spicher and Michel, 2006), which is suitable for implementing stochastic P systems.

5.3. Gillespie’s SSA in MGS

A sequential stochastic rule is specified using arrow qualifiers. The following two forms are available:

1. \([\alpha \vdash c_\mu \rightarrow \beta] \Rightarrow \text{to explicitly give the stochastic reaction constant } c_\mu \text{ for the rule;}

2. \([\alpha \vdash \lambda \text{self}. f(\text{self})] \Rightarrow \text{to specify the propensity of the rule.}

In the second case, \(f(\text{self})\) is a function of the multiset to which the transformation applies. This function is specified using a notation based on lambda-calculus, \(\lambda x. e\). For example, the propensity of the rule:

\[
\alpha \vdash X \rightarrow Y \Rightarrow \text{count}(\text{self}, 'X') * \text{count}(\text{self}, 'Y') \Rightarrow 'Z
\]

is computed by evaluating the function that returns the number of symbols ‘X’ multiplied by the number of symbols ‘Y’ in the current bag self.

The use of the stochastic sequential application strategy is indicated by the transformation option [strategy = ‘gillespie’]. For example,

\(T[\text{strategy = ‘gillespie’}]\)

applies transformation \(T\) to the bag \(m\). It is assumed that each rule of \(T\) is qualified by either a stochastic reaction constant or a propensity function. The elapsed time is available through a global variable ‘tau’. The applied reacting rule is chosen using the first reaction method.

5.4. Stochastic P Systems in MGS

The full implementation of stochastic P systems that operate on nested multisets with dynamic membranes is based on the nestedSSA algorithm presented in Section 4.1. The translation of a stochastic P system into MGS raises two problems: (1) P system rules can be constrained to specific compartments while MGS transformations are defined globally, and (2) there are no MGS transformations that correspond directly to the P system transport, compartment creation and dissolution rules. In other words, only P system rules of type here are supported in MGS.

The first problem is solved by considering as many bag types as there are rule sets attached to specific compartments. Thus, for each rule set \(M\), there is an associated bag type \(M\) and an associated MGS transformation \(T_M\). The MGS implementation of the nestedSSA algorithm is then modified so that for a bag of type \(M\) only the transformation \(T_M\) applies.

The second problem is properly addressed by coding the P system rules that transport into a compartment, out of a compartment, or dissolve a compartment. This is achieved by including out and δ rules in each transformation \(T\). Table 1 gives the translation of all possible stochastic P system rules.

The first case is obvious. For the \(\in\) rule, we match a bag \(m\) of type \(M'\) (the destination of the result) and the pattern \(\alpha\), then we replace the matched elements by the bag \(m\) with \(\beta\) added. For the \(\out\) rule, we match a bag \(m\) of type \(M\) containing an occurrence of \(\alpha\), and we replace \(m\) by \(\beta\) and \(\delta\) with \(\alpha\) removed (cf. the previous description of the down pattern \(\setminus\)). The propensity of the translated rule is explicitly computed by counting the number of occurrences of \(\alpha\) in \(m\). This rule is added in each transformation. The rule for the dissolution makes use of the \(\text{flat}\) qualifier (Giavitto and Michel, 2001): the elements of the collection \(\beta\) that appears on the right-hand side are added to the current collection, instead of being nested into the current collection as a single element. Using the \(\text{flat}\) feature, it is easy to translate a dissolution rule: we match a bag \(m\) of type \(M\) that contains

<table>
<thead>
<tr>
<th>Rule in (M)</th>
<th>Corresponding MGS rule</th>
<th>Appears in</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha \vdash c_\mu \rightarrow \beta) here</td>
<td>(\alpha = [C = c_\mu] \Rightarrow \beta)</td>
<td>(T_M) only</td>
</tr>
<tr>
<td>(\alpha \vdash c_\mu \rightarrow \beta) (\in M)</td>
<td>(m : M', \alpha = [C = c_\mu] \Rightarrow \beta : m)</td>
<td>(T_M) only</td>
</tr>
<tr>
<td>(\alpha \vdash c_\mu \rightarrow \beta) (\out)</td>
<td>(m : M \setminus \alpha = [A = X . c_\mu * \text{count}(m.\alpha)] \Rightarrow \beta : m)</td>
<td>Each T</td>
</tr>
<tr>
<td>(\alpha \vdash c_\mu \rightarrow \beta, \delta)</td>
<td>(m : M \setminus \alpha = [A = X . c_\mu * \text{count}(m.\alpha)\text{flat}] \Rightarrow \beta : m)</td>
<td>Each T</td>
</tr>
<tr>
<td>(\alpha \vdash c_\mu \rightarrow (\beta)_{M'})</td>
<td>(\alpha = [C = c_\mu] \Rightarrow \beta : M')</td>
<td>(T_M) only</td>
</tr>
</tbody>
</table>
an occurrence of $\alpha$, and we replace it by inserting the elements of the bag $m$ with $\alpha$ removed and $\beta$ added. The propensity of the translated rule is explicitly computed by counting the occurrences of $\alpha$ in bag $m$. This rule is added in each transformation. Finally, the last rule builds a new collection of type $M'$ with elements $\beta$ within the current collection.

6. Examples

Below we present two examples of stochastic P systems and their MGS implementations. The first example is an application of the Gillespie’s algorithm coded in MGS. The second example illustrates the use of dynamic compartments.

6.1. A model of the Lotka–Volterra Process

The Lotka–Volterra process was introduced by Lotka as a model of coupled auto-catalytic chemical reactions, and was investigated by Volterra as a model for studying an ecosystem of predators and prey (Edelstein-Keshet, 1988). The reaction rules are as follows:

$$X + Y_1 \rightarrow X + Y_1 + Y_1,$$
$$Y_1 + Y_2 \rightarrow Y_2 + Y_2, \quad Y_2 \rightarrow Z$$

The dynamics of these reactions is conveniently characterized using the predator–prey interpretation. The first rule states that a prey $Y_1$ reproduces after feeding on a food resource $X$; this resource is renewable and thus its concentration does not change as a result of feeding. The second rule states that a predator $Y_2$ reproduces after feeding on prey $Y_1$. Finally, the last rule specifies that predators $Y_2$ die of natural causes.

In the MGS expression of these rules, the members of (ecological or chemical) species are represented by symbols in a bag. Stochastic reaction constants are specified as the $C$ qualifiers of the rules. In the example below we assumed that these constants are equal to 0.001, 0.01 and 10, respectively:

$$\text{trans \ lotka.volterra} = \{
\text{‘X, ‘Y1 =} \{ C = 0.001 \} \Rightarrow \#2 \text{‘Y1, ‘X;}
\text{‘Y1, ‘Y2 =} \{ C = 0.01 \} \Rightarrow \#2 \text{‘Y2;}
\text{‘Y2 =} \{ C = 10 \} \Rightarrow \text{‘Z}
\} ; ;$$

A simulation of the Lotka–Volterra system consists of an iterative application of the \text{lotka.volterra} transformation, beginning with the initial state of the system. Such an application can be specified by the following MGS code:

$$\text{lotka.volterra[iter\ = \ x.(tau >= tmax),}
\text{strategy = ‘gillespie]
(#10000 ‘X,#1000 ‘Y1,#1000 ‘Y2,\text{bag : ()});}$$

We assumed here that the iteration will proceed until the elapsed time $\tau$ reaches $t_{\text{max}} = 10$. The initial state of the system consists of 10,000 members of species $X$, 1000 members of species $Y_1$, and 1000 members of species $Y_2$. Traces of two stochastic simulations, generated using different seeds for the random number generator, are shown in Fig. 3. The simulations reveal oscillations in the populations of both species $Y_1$ and $Y_2$, which is consistent with the dynamics of the Lotka–Volterra model (Edelstein-Keshet, 1988). The use of stochastic simulations reveals random variation in the process, which is absent from deterministic simulations based on differential equations.

6.2. A Model of Viral Infection

We present a high-level model of a viral infection that follows the process outlined by Alberts et al. (1994, pp. 273–280). The example involves the formation and dissolution of membranes, as well as the transport of individual molecules and entire compartments. This pro-
cess has previously been modeled using brane calculi (Cardelli, 2004), which treats dynamic nested compartments in a manner similar to P systems. However, brane calculi do not capture the stochastic aspect of molecular reactions.

### 6.2.1. Biological Background

Viruses are genetic elements enclosed in a protein coat, which makes it possible for them to move from one cell to another. The structure and life cycle of the Semliki Forest virus are shown in Fig. 4. The virus consists of a single strand of viral RNA surrounded by a shell called capsid. The capsid is composed of many virus surrounded by a second shell called the envelope. An infection is initiated when the virus binds to a receptor protein in the membrane of the host cell (Phase 1 in Fig. 4).

Copies of the same C protein. Outside a cell, the The virus then enters a healthy cell following a standard cellular endocytosis pathway. Upon entering, the virus acquires an additional membrane, called a vesicle, which is derived from the cell membrane. Subsequently, both the vesicle and the envelope dissolve, releasing the capsid (Phase 2). The capsid is then disassembled into the viral RNA and the C proteins that formed the capsid (Phase 3). The viral RNA is translated into the structural proteins of the virus (Phase 4), and it is replicated (Phase 5). The old and the newly synthesized C proteins then bind to the viral RNA to form new capsids (Phase 6). When a capsid comes into contact with the cellular membrane, it is lined with the viral envelope and buds out to recreate the initial virus structure outside of the cell. This virus may now infect another healthy cell (Phase 7).

### 6.2.2. Stochastic P Systems Model

We model infection by the Semliki Forest virus in the following way. A multiset of type Universe represents the whole system comprised of cells and viruses. A healthy cell is an empty multiset of type Cell (we ignore the internal structure of the healthy cell, as it does not play a role in our model). In contrast, an infected cell contains viruses and their components. A virus outside of a cell is a multiset of type Envelope, which contains a single multiset of type Capsid. The capsid, in turn, contains one RNA molecule. Inside a cell, an Envelope multiset may be further contained in a Vesicle multiset.

With the multiset representation of the biological compartments involved in the model, endocytosis (Phase 1) corresponds to an in rule:

\[
\{ \text{Envelope} \} \rightarrow_{c_1} \{ \text{Vesicle} \} \cup \{ \text{Capsid} \} \cup \{ \text{RNA} \}, \text{inCell}
\]

This is the only rule associated with the Universe multiset. The stochastic reaction constant \(c_1\) is proportional to the probability that a virus will encounter a cell in the universe. This probability has the form:

\[
c_1 [\text{Envelope}] [\text{Cell}]
\]

where \(c_1\) is a constant coefficient.

The dissolution of the vesicle and the envelope (Phase 2), as well as the disassembly of the capsid (Phase 3), are captured by the P system dissolution rules. The translation (Phase 4) and replication (Phase 5) of RNA are reactions taking place inside a cell. The assembly of a new capsid (Phase 6) is a multiset creation rule, and the release of the virus (Phase 7) is an out rule. The entire set of rules associated with a cell thus has the form:
We assume here that a capsid consists of five C proteins. Now that the stochastic P systems rules have been defined, we can implement them in MGS.

### 6.2.3. MGS Implementation

We represent compartments involved in this model as bag collections of different types:

- **collection** Universe = bag;
- **collection** Capsid = bag;
- **collection** Envelope = bag;
- **collection** Cell = bag;
- **collection** Vesicle = bag;

A virus outside a cell is defined as:

\[
('RNA :: Capsid :) :: Envelope :())
\]

The processes describing the viral infection take place in two compartments: the Universe, where the virus enters or leaves a cell, and a Cell. The first MGS transformation describes the activities in the Universe:

```plaintext
trans t.Universe = {
    P1 =
        e:Envelope, co:Cell
        ={A = \[x.(c1 * count(Envelope,x) * count(Cell,x))=>
            (e::Vesicle():) :: co;
        };
    P7 =
        (co : Cell) \/ (ca : Capsid)
        ={A = \[x.(c7 * countAll(Cell,Capsid,x))=>
            (ca::Envelope():), co;
        };
}
```

The numbering of the rules corresponds to the numbering of phases in Fig. 4. The virus entering a cell is described by the in rule P1. The virus exiting a cell is described by the out rule P7. The propensities are computed explicitly. The function countAll(Cell,Capsid,x) counts all the capsids present in all the cells within the universe x. A comma operator is used in the right-hand side of rule P7 to incorporate a virus that has left a cell into the universe.

The second MGS transformation describes processes taking place in a cell:

```plaintext
trans t.Cell = {
    P2 = (v:Vesicle) \/ ((e:Envelope) \/ (ca:Capsid))
        ={A = \[x.(c2 * count(Vesicle,x))=>
            ca;
        };
    P3 = (ca:Capsid) \/ 'RNA
        ={A = \[x.(c3 * count(Capsid,x))=>
            'RNA, #5'C;
        };
    P4 = 'RNA = [o=ca] => 'C,'RNA;
    P5 = 'RNA = [o=ca] => #2'RNA;
    P6 = #5'C,'RNA = [o=ca] => 'RNA::Capsid:();
};
```

In rule P2, the \(/\) operator has been used twice to match a Vesicle that contains an Envelope containing a Capsid. The propensities of the first two rules are computed explicitly. The propensities of the remaining three rules are computed automatically by MGS, given the stochastic reaction constants.

### 6.2.4. A Simulation Example

Fig. 5 shows the result of four simulations that began with 20 healthy cells and 1, 10 or 100 virus molecules. The initial state was specified by the expression:

```plaintext
initial_state := (#n('RNA :: Capsid :():) ::
    Envelope :()) :: #20 Cell :() :: Universe :());
```

where #n is the number of viruses. In the absence of quantitative data, all stochastic reaction constants were set to the same value of 1.0. Fig. 5(a) highlights the discrete-event nature of the stochastic simulation algorithm, with the infrequent events separated in time for small virus molecule numbers. Individual runs significantly differ from each other in this case. Fig. 5(b) and (c) show two typical runs beginning with 10 virus molecules. These simulations differ in details, but generally proceed in a similar manner. The variance between runs is further reduced for larger initial numbers of molecules (Fig. 5(d)). The mean time between consecutive events decreases as the number of molecules grows.

As expected, the simulations show that the total numbers of RNA molecules, vesicles, capsids, and viruses
increase exponentially with time. In contrast, after an initial increase, the number of free C proteins appears to saturate. We interpret this as the effect of almost immediate reincorporation of free C proteins into newly formed capsids. More in-depth applications of the presented model will be possible once experimental data related to the reaction times become available.

6.2.5. Performance Analysis

Simulation times for the Semliki Forest virus infection model are shown in Fig. 6. The model was expressed in the MGS language and implemented using the MGS system.\(^1\) All simulations were performed on a Dell GX 260 computer with the Intel Pentium IV 1800 MHz processor and 1 GB of RAM, running under Linux Debian Sarge (Debian, 2006) with kernel 2.4.26.

Simulations of up to several thousand events are executed in a few seconds, which makes it possible to explore the model interactively. As the number of events increases, the simulation times grow exponentially. This reflects the linear relation between the exponentially increasing number of molecules in the Semliki Forest virus infection model and the search time for the next reaction (Eq. (8)). The simulation times could be reduced using binary search to determine the next reaction (Gibson and Bruck, 2000), or using further extensions of Gillespie’s algorithm, such as τ-leaping (Gillespie, 2001) or R-leaping (Auger et al., 2006).

7. Conclusions

In this paper we presented stochastic P systems as a formalism for modeling and simulating biochemical processes that take place in dynamic, nested compartments.
We also proposed an implementation of stochastic P systems in MGS, an experimental programming language designed to support computing in topological spaces.

Our objectives are related to those of Pescini et al. (2006), who simulated chemical reactions using probabilistic P systems. While their approach preserves the maximal parallel rule application strategy originally proposed for P systems, our method is based on the sequential application of stochastic rules introduced by Obtułowicz (2003). In contrast to that work, we assumed, as does Bernardini (2005), that the rules may have dynamically computed probabilities. This made it possible to relate the resulting formalism to Gillespie’s stochastic simulation algorithm, the fundamental algorithm for stochastic simulation of chemical reactions. We also applied stochastic P systems to model biochemical systems with dynamic and nested compartments. The results are illustrated using two examples: a simulation of the Lotka–Volterra process, based on a straightforward application of Gillespie’s algorithm, and a simulation of a virus infection, which involves dynamic nested compartments. Our results show that P systems are relevant not only as a biologically motivated theoretical model of computation, but also as a basis for modeling and simulation in systems biology.

Many problems are open for further work. One direction is the acceleration of computation. A straightforward approach is the replacement of Gillespie’s algorithm by its computationally more efficient counterpart, proposed by Gibson and Bruck (2000). Furthermore, in a multiprocessing environment, the simulation of biochemical reactions that take place simultaneously in different compartments can be viewed as an instance of parallel discrete-event simulation. The effectiveness of such simulations can be improved using the notions of virtual time (Jefferson, 1985) and time warp (Jefferson et al., 1987).

The second direction is the addition of geometric features to stochastic P systems. The modeling and simulation of systems in which compartments can expand and contract represents a theoretical challenge with important practical ramifications (Takahashi et al., 2005; Lemerle et al., 2005). For example, such models may represent fundamental processes in a cell, such as cytokinesis and mitosis. As these processes take place over an extended period of time, a further extension of the model may be needed, lifting the assumption of instantaneous reactions. In addition, inclusion of geometry may provide a basis for considering the impact of the volume of compartments on the propensities of reactions. Stochastic P systems may represent a potentially useful point of departure for modeling and simulating such processes within a well-founded formalism.
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