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Abstract

This thesis introduces a class of algorithms for modeling biological patterns with

branching (tree-like) and network (with loops) topologies. The key idea behind these

algorithms is the marking and subsequent colonization of empty space. Models are

formulated in terms of iterative geometric operations on sets of points representing

the elements of the pattern and markers of free space. This concept is formalized as

the space colonization algorithm.

The practical value of this approach is demonstrated by modeling the architecture

of trees and vasculature in plants. Trees are modeled using markers of empty space

to mediate competition between branches. When vascular patterns are modeled, the

markers of empty space represent sources of a vein inducing signal (auxin). Several

algorithms are introduced to simulate vein development in a growing leaf blade.

Additionally, a model simulating vasculature patterning in the stem is proposed and

used to examine the relation between phylotaxis and stem vasculature

The applications explored in this thesis demonstrate that a common mechanism,

competition for space, is sufficient to recreate both the development of vascular

patterns and the architecture of trees.
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Chapter 1

Introduction

Nature abounds with patterns. Ubiquitous and inescapable, they provide texture to

our surroundings, from the grand majesty of river networks to the elegant branch-

ing structure of trees and to the elaborate crack patterns observed in drying mud.

Each class of patterns may exhibit remarkable variation while maintaining consis-

tent global characteristics. Considering that these structures arise primarily through

local interactions, they represent curious visual enigmas. Unravelling the apparent

complexity of these patterns and their development into a small set of rules is a joy

and a challenge. On one hand, such enquiries provide insights into the processes

governing a pattern and help to connect disparate phenomena. On the other hand,

from a computer graphics perspective, these investigations provide methods suitable

for image synthesis in computer games and animation.

Two intriguing classes of natural patterns are those composed of linear elements

arranged into branching or network patterns. Branching patterns have a tree-like

structure and can be seen in the architecture of trees and the river drainage patterns

(fig.1.1 top row). In contrast, the elements of network patterns reconnect to form

cycles and loops, as is seen in leaf vasculature and crack-patterns (fig.1.1 bottom

row). In many cases the arrangement of elements in these patterns arises from a

number of spatial or functional constraints (e.g. each branch on a tree is constrained

in its growth by the spatial arrangement of other branches [147, 109]).

For branched and networked patterns observed in biological systems an interest-

1



2

Figure 1.1: Examples of branching and networked patterns in nature. Top left to
bottom right: Leaf less tree, Lichtenberg figure (a branching electrical discharge
within an insulating material, here a block of clear acrylic) [59], river net in southern
Yemen(Courtesy of NASA), leaf vein pattern, cracks in mud [35]
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ing question is whether developmental and genetic factors can be represented ab-

stractly as competition for space during growth. Historically, this question has been

explored, for example, in the scope of studies of phyllotaxis, for which competition

for space determines the position of new organs at the growing apex of a plant [158].

In ecology this question has been addressed for plant populations using spatial com-

petition models [78, 83]. In the context of branched and networked patterns the

current body of work is less extensive, and many questions remain unanswered.

Choosing the correct level of abstraction to answer these questions is difficult.

The visual complexity and variability of the patterns addressed in this thesis, such as

vasculature in leaves and the branching structure of trees, makes concise descriptions

difficult. This limits the power of a quantitative or descriptive approach (such as that

employed by Mündermann et al. to model Arabidopsis[106]). Conversely, simulating

patterns at the cellular level based on molecular data suffices for recreating some

features of observed patterns, but does not directly yield or relate to macroscopic

observations [123].

In this thesis I investigate a new model for generating branching and networked

patterns, using competition for space as the driving force of pattern formation. In-

teraction between elements is formulated geometrically, allowing developmental and

genetic factors to be represented abstractly. Modeling phenomena at the geometric

level provides a compromise between the extremes of descriptive and molecular-level

models, which allows spatial relations between pattern elements to be expressed

concisely and examined directly.

Working above the level of individual cells allows the algorithmic essence of pat-

terns to be discussed without simulating cellular and molecular processes, the details
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of which can detract from higher-level observations. Additionally, processes that are

different at the genetic level can be related at the geometric level, providing in-

sight into factors common to distinct patterning processes. On a more practical

note, geometric models tend to permit efficient implementations, allowing for eas-

ier experimentation, and are more intuitive than cellular and chemical models (for

macroscopic observations).

The key-idea behind the approach presented in this thesis is to mark unoccupied

space, which is subsequently colonized by extension of the existing structure into

empty regions. This approach is formalized as the Space Colonization Algorithm

(SCA). Unoccupied regions are represented by a set of points, which interact with

the pattern. The pattern is extended iteratively towards the markers of free space,

which are removed as the pattern advances, until the final pattern is produced.

The algorithm is efficiently implemented using a Voronoi diagram to perform space

subdivision [121]. The basic algorithm is extended to recreate several categories of

biological patterns plausibly, in two or three dimensions.

Historically, the SCA was first applied to model leaf vein patterns [142]. These

patterns are a functionally important and visually complex part of the plant. In

this context, SCA simulates the interplay of three processes, which govern the de-

velopment of leaf venation patterns: development of veins towards hormone (auxin)

sources embedded in the leaf blade; modification of the hormone source distribution

by the proximity of veins; and modification of both the vein pattern and source

distribution by leaf growth. In this sense, the algorithm is biologically motivated.

To recreate leaf venation patterns, three variants of the basic algorithm are used:

the open algorithm for recreating patterns when veins in a leaf blade do not recon-
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a a a

Figure 1.2: Examples of vascular patterns in leaves. Images demonstrating (left to
right) an open pattern, a closed pattern, and the blindly terminating veins seen in
otherwise closed patterns (final image courtesy of C.C. Chinappa).

nect (open patterns, fig.1.2a), the closed algorithm for recreating reconnecting veins

that form a networked pattern (closed patterns, fig.1.2b), and the areole algorithm,

which can generate blindly terminating veins observed in otherwise closed patterns

(fig.1.2c).

Leaf growth plays an important role in vascular development [75, 149]. To take

this into account, several techniques were used to simulate leaf-blade growth. Initial

work focused on reproducing the final pattern of leaves, and the leaf was grown using

accretive, or uniform growth. To recreate the temporal development of patterns

more precisely required more sophisticated techniques, and two approaches were

considered. The first, uses a growth field specified over the leaf-blade. By growing

the leaf according to this field the form of the leaf emerges. Although technically

possible, the observed forms of developing leaves were difficult to reproduce using this

technique, so I developed a second, more controllable approach. The latter approach,

takes as input the form of the leaf at various stages and blends the surfaces over time,
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to grow the leaf. This proved easier to control and allowed for the recreation of the

developmental progression observed by Scarpella et al. [150] for Arabidopsis thaliana.

In addition to the visually conspicuous venation of the leaf, plants contain vas-

culature within the tissues of the stem. This vasculature is comprised of a network

of veins originating at the base of the stem [34, 76]. Running the length of the

stem, they connect all organs to the roots. I recreated these patterns by extending

the closed algorithm for veins in the leaf blade to operate in the stem. Though the

geometry of stem vasculature has not been well described in biological literature,

the topology has been documented for several species [76, 84, 46, 165, 68] and is

recreated by the proposed model.

Finally, I extended the algorithm for open patterns in the leaf to three dimensional

branching structures, especially the branching structure of trees and shrubs [143].

Visual modeling of tree architecture is usually addressed by exploiting the recursive

structure of tree development, often using a formalism such as L-systems [109, 128].

Additional factors, such as stochastic elements [25], shedding [109], tropisms, and

mechanical bending are incorporated as modifiers [70] on a fundamentally recursive

model. In contrast to these approaches, the SCA models trees using competition

for space between branches as the dominant factor determining the form of trees

and shrubs. This algorithm produces surprisingly realistic trees, with parameters

corresponding to visually relevant tree characteristics identified in landscaping. Thus,

offering convenient control of tree shape and structure. Although the method for

generating trees was developed after the techniques for modeling vasculature, it is

presented first in this thesis, as this application is conceptually simpler.

The correspondence of generated patterns to those observed in nature was pri-
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mary validated using visual inspection. Objective validation of these patterns is a

difficult and important problem and has only been partially addressed in the litera-

ture. For example, in the scope of leaves, the work of Bohn et al. provides relations

between the branching angle and width of veins [13], and for branching structures

an objective comparison is possible at the topological level using the edit-distance

measures developed by Ferraro et al. [36]. Unfortunately, using these measures

in a meaningful way requires real-world data. Acquiring sufficient data is an open

problem in itself. Thus this topic was deemed to be beyond the scope of this thesis,

but it is an important direction of future-work.

1.1 Organization of Thesis

This thesis comprises seven chapters. In Chapter 2, I provide a general background

in models of pattern formation, emphasizing models that produce branching or net-

work patterns (Section 2.2). In Chapter 3, I introduce a method for modeling trees.

The space colonization algorithm is presented, and used to generate the branching

structure of trees. An efficient implementation of the SCA using Voronoi diagrams is

described, and generalized surfaces of revolution are proposed to model tree crowns

(Section 3.2). In Chapter 4, the space colonization algorithm is adapted to model leaf

venation patterns. In this chapter, I propose algorithms for generating open (branch-

ing, Section 4.2) and closed (networked, Section 4.3) venation patterns in growing

leaf blades. In Chapter 5, I focus on precisely recreating the developmental pro-

gression of actual leaves, using Arabidopsis thaliana as a case study. The algorithm

for generating closed patterns is reformulated to reflect the observed progression of
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differentiation (Section5.2.3). Then I introduce two techniques for simulating non

uniform leaf growth (Section5.2.1) and discuss the resulting developmental progres-

sions (Section5.3). In Chapter 6, I extend the closed model for leaves to the volume

of the stem. Using this model the observed topology of several patterns is recreated

(Section 6.3). Finally, Chapter 7 summarizes my contributions and discusses possible

directions for further research.



Chapter 2

Background

Simulation models of pattern formation have been the subject of substantial research.

This large body of research, and the variety of methodologies used to model the

formation of natural patterns makes it difficult to place models of morphogenesis in

a consistent frame work. Nevertheless, a characterization of this work is useful in

discussing the relations between models. A classification of the features of models of

pattern formation was proposed by Prusinkiewicz [122]. A subset of these features

are described here, and aid in the discussions of previous work presented in the

following sections.

The first category discussed by Prusinkiewicz differentiates models based on the

topology of the elements comprising a pattern. Elements can have a linear topol-

ogy, creating a non-branching filament, as in the developmental models of Anabaena

catenula proposed by Hammel and Prusinkiewicz [53], and Cieslak [18]. Alterna-

tively, elements may be connected into a branching structure (as in architectural

plant models [128]), a network (graph with cycles) (as in models of vascular devel-

opment [49] and fracture formation [35]), a 2D surface (as in models of the pigmen-

tation of animal coats [167, 170]), or a 3D solid object (as the voxel automata used

by Greene to model the details of tree architecture [50]).

Prusinkiewicz also distinguished between modes of communication between pat-

tern elements. Expanding on a categorization proposed by Bell [8], he identified three

key categories. The first mode operates through lineage with information transfered

9
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from an element to the elements that replace it. The remaining categories involve

interactions, both between the elements of a pattern (endogenous) and between ele-

ments and their environment (exogenous). Endogenous communication occurs com-

monly in biological patterns when signals travel along specialized tissues; such as

vasculature, and in plants enable spatio-temporal coordination of flowering [128, 66]

and the hormonal control of bud fate [127]. Many natural pattens also represent

responses to exogenous factors. For example, lichens have little internal coordina-

tion, but are affected by lighting and moisture [28]. The many tropisms in plants

fall in this category, as well as the tendency of corals and sponges to grow towards

dissolved nutrients [74]. Physical fields also provide environmental cues, such as the

electrostatic field that guides lightning and determines Litchenburg figures [111].

Local properties of the medium surrounding a pattern, such as the stresses that gov-

ern crack formation, are also considered to be environmental cues. An analogous

biological situation occurs when hormonal cues in surrounding tissues guide further

development, as in axons [45] and vascular patterns in plants [144].

Finally, models may occupy constant space or expand (grow). Growth decreases

the locality of information by creating distance between elements that were once

close to each other. Leaf venation displays a global organization that implies a hier-

archy of veins, but this global organization likely results from growth [75]. Similarly,

phyllotaxis positions organs on the scale of a few cells, but through growth this ar-

rangement governs the placement of leaves and petals on a much larger scale. Growth

plays a significant role in the development of numerous natural patterns including

the shells of sea urchins [95], the petals of Anirrhinum majus (snapdragon) [95] (see

also [20]), and the wavy edge of many leaves [22].
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In practise, determining the impact of factors in different categories can be dif-

ficult due to equivalences between categories at a theoretical level [122, 124, 57].

For example, determining the impact of exogenous vs endogenous factors in trees is

difficult due to theoretical equivalences [61] (e.g. different mechanisms can produce

the same patterns).

Prusinkiewicz examined these relations formally from the perspective of informa-

tion flow during morphogenesis [124]. He showed that giving a pattern-forming agent

access to environmental cues, internal cues, or incorporating growth all increased the

range of patterns that the agent could produce. Additionally, he demonstrated that

identical patterns could be produced using only one of these factors. Equivalences

among categories can be exploited when modeling pattern formation, and under-

standing these equivalences is helpful when establishing relations between models.

2.1 Models of biological pattern formation

Choosing the appropriate abstraction when modeling a biological pattern is difficult,

due to the diversity of phenomena and various scales at which they can be mod-

elled. As a result, many formalisms have been developed to model the formation of

biological patterns. A few of the most prominent are discussed below.

Lindenmayer considered the growth and development of organisms using a rewrit-

ing system called L-systems [86]. L-systems represent an object as a string of sym-

bols, which is rewritten in parallel using a set of rules. These rules can specify the

development of an organism over time. A wide range of biological structures, in par-

ticular plants [128], have been examined and recreated using L-systems. Many exten-
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sions of the formalism proposed by Lindenmayer have been developed, allowing for

inclusion of parameters [126], stochastic phenomena, and environmental cues [127],

to highlight a few. However, the descriptive power of L-systems is limited to linear

and branching topologies. Thus, to simulate a wider range of topologies a number of

generalizations have been developed. Lindenmayer proposed Map-L-systems, which

extend L-systems to work on graphs with cycles [87], and Smith et al. [154] pro-

posed another formalism in the form of a vertex-vertex system (vv) operating on 2D

surfaces. Both extensions allow for the structure of cells to be represented, and in

particular vv was used as the basis for a molecular model of phyllotaxis [157].

Another paradigm, emphasizing chemical interactions as the cause of morphogen-

esis, is reaction-diffusion, proposed by Turing [166]. In reaction-diffusion, patterns

are generated by simulating the diffusion and interaction of chemicals, described by

partial differential equations. This formalism can account for some natural patterns,

such as the pigmentation patterns of animal coats [101, 167] and seashells [102, 39].

In contrast to the basic assumption of reaction-diffusion (that the chemicals re-

sponsible for establishing patterns propagate by diffusion alone), Sachs proposed

that the hormone controlling differentiation of vascular tissues in plants may instead

be actively transported out of cells [144]. Sachs formalized this observation as the

canalization hypothesis, stating that veins form in a feedback process whereby auxin

causes a cell to begin to differentiate, but differentiation increases the ability of a

cell to transport auxin.

Based on Sachs’ experimental results, Mitchison proposed two mathematical

models [105]. The first models auxin transport as facilitated diffusion, whereby

flux through a cell wall increases the wall’s permeability. The second models polar
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auxin transport, whereby flux of a hormone through a cell wall further encouraged

the flux of hormone in the same direction (allowing auxin to be transported against

the gradient of diffusion). Subsequently, Mitchison’s models have been the subject of

much study [140, 38, 37] establishing correspondences with molecular data. Mitchi-

son’s model and its variants are of great relevance to modeling vascular development,

and are discussed in greater detail in Chapter 4.

A complementary formalism to reaction-diffusion and polar-transport is that of

positional information, proposed by Wolpert [178]. According to this model, cells

have access to positional information, in the form of a coordinate system, based

on their genetic and developmental history. This approach was used to explain the

development of limbs in vertebrates [180], and most notably the segmentation of

Drosophila embryos [179].

Branching and network patterns, in both physics and biology, have garnered sig-

nificant attention, leading to the development of a more specialized set of techniques

and formalisms. These are of particular relevance to the models presented in this

thesis and are discussed in more detail in the following section.

2.2 Branching and network patterns

2.2.1 Diffusion limited aggregation

Many structures, such as bacterial colonies [94], lichens [28], and metal-particle aggre-

gates [177], can be modeled as a random aggregation of elements. This process was

formalized mathematically by Witten and Sander [177] as diffusion limited aggrega-

tion (DLA). DLA simulates the formation of an aggregate from a single immobile



14

particle. The aggregation grows by adding mobile particles iteratively. Each mo-

bile particle performs a random walk until it is adjacent to an immobile particle,

when it sticks to the aggregate, becoming immobile. As the structure grows, com-

plex branches form, blocking interior regions from wandering mobile points. Conse-

quently, the likelihood that exposed branches will be extended increases, creating a

feedback of the growth of a branch on itself (i.e. as the branch grows it is encouraged

to grow further). This process creates an irregularly branching structures (fig.2.1a).

The emergent properties and simple formulation of DLA make it possible to achieve

different patterns by slightly modifying the basic model and have lead to the cre-

ation of many variants based on Witten and Sander’s original model. The following

discussion is limited to the variants of particular relevance to the work outlined in

this thesis.

Desbenoit et al. [28] modeled the formation of lichens using Open-DLA (similar

connotation to Open L-systems [109]) using environmental cues, such as the local

density of pattern elements and access to sunlight and moisture, to allow elements

to interact over a greater distance. These cues are used to modify the probability of

aggregation for wandering particles in diffusion limited aggregation (fig.2.1d).

A variant of DLA proposed by Meakin [99, 98] uses internal cues to increase the

distance over which interactions occur. The aggregation initially forms as in DLA,

but branches of the aggregation that grow slower than a given threshold are removed.

The growth at each point is determined by summing the number of particles added

to the sub-tree of the element during a given number of iterations. The removal

of slow-growing branches creates a more hierarchical structure in the final pattern

(fig.2.1 b). Meakin’s variant allows communication across arbitrary distances in the
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Figure 2.1: DLA and variants. a)DLA [177] b) Meakin’s variant [99] c) Roberts’
variant [135] d)Open-DLA (lichen) [28]

aggregate.

The distance over which interactions occur can be extended similarly using en-

vironmental cues; as in Roberts’ model [135] (fig.2.1c). This model incorporates the

assumption that a new particle immediately affixes to the closest side of the nearest

particle in the aggregation. This process is equivalent to assuming that the particle

will join the aggregation at the expected, or most probable, destination of its random

walk. Thus, each particle in Robert’s model can interact with another particle in the

aggregate, regardless of the distance separating the two. Like the patterns produced

by Meakin’s model, a more pronounced hierarchy emerges, where the feedback of a

branch’s growth on itself, as seen in DLA, is amplified. Roberts’ work served as an

initial inspiration for the SCA, particularly the image shown in figure 10 of [135],

which resembles leaf vein patterns near the margin.

2.2.2 Laplacian Growth

Diffusion-limited aggregation is one example of a broader set of patterns generated

by Laplacian growth. Laplacian growth is related to the Laplace equation

∇2φ = 0,



16

where φ is a scalar field defined over the space of the simulation (making ∇2φ the

sum of all the unmixed partial derivatives of φ). Here, the elements of the pattern

serve as one of potentially many boundary conditions on the Laplace equation. The

pattern represents an evolving interface, which responds to the Laplacian field φ.

Laplacian growth can be defined algorithmically, as is specified in Alg.1 and discussed

below.

The simulation takes an initial pattern, often referred to as the seed, as input.

Boundary conditions are initialized using the elements of the seed (in addition to

a number of boundary conditions associated with the phenomena being modeled).

The Laplace equation is then solved with respect to these boundary conditions over

the space of the simulation, yielding the function φ (line 2). The pattern is extended

using φ (line 3). The new element(s) of the pattern are now considered to be part of

the boundary conditions and change the solution to the Laplace equation (line 4).

The simulation of growth continues by solving the Laplace equation with respect to

the new boundary conditions and extending the pattern as described in lines 2-5.

This process is repeated until the final pattern is produced.

1 Initialize boundary conditions including the initial pattern
2 Solve the Laplace equation with respect to boundary conditions to obtain φ
3 Extend the pattern based on φ
4 Add the new element(s) to the boundary conditions
5 Goto step 2

Algorithm 1: Algorithm for Laplacian growth

Meakin proposed a model of Laplacian growth simulating the differentiation of a

tissue towards a point source of hormone [97] on a square lattice. The source pro-
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duces hormone at a constant rate, and differentiated tissue removes all the hormone

locally, establishing a diffusion gradient between source and differentiated tissue. The

hormone-concentration field must be recalculated every time the pattern is extended.

During each iteration the pattern is extended by one cell. First a cell adjacent to

a differentiated cell is chosen. The cell then differentiates with some probability

(dependent on the concentration of the hormone in the cell). Varying the impact of

concentration on this probability produces a range of patterns from a circular Eden

cluster [33] to a single branch connected to the source.

Several physical phenomena are examples of Laplacian growth. A particularly

well studied form of Laplacian growth is dielectric breakdown, of which lightning and

Lichtenberg figures are noteworthy examples. To reproduce these patterns Niemeyer

et al. [111] proposed the dielectric breakdown model (DBM). The pattern in DBM

is assumed to consist of a perfect conductor, initially a single point, surrounded by

a perfect insulator. A spherical shell with an electric charge opposite to that of

the conductor is assumed to surround the initial seed at some radius; this provides

the initial boundary conditions (although other boundary conditions are also possi-

ble [79]). The pattern is expanded by converting part of the perfect insulator into

a perfect conductor, thus modifying the previous boundary conditions. During each

iteration the electric field at each point in space is determined (line 2). A cell adja-

cent to the existing pattern is chosen randomly, and then added to the pattern. The

probability of choosing cell i, denoted pi, is calculated by raising its field value vi to

the n th power, and normalizing this value,

pi =
vn

i
∑m

j=1 vn
j

.
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Iterative addition of elements recreates patterns similar to that of lightning (fig.2.2a),

or even DLA. Different patterns can be obtained by varying n, ranging from circular

Eden clusters for low powers through to hierarchical branching patterns or even a

single straight line for higher powers.

Interestingly, the converse process (the breakdown of a perfect conductor into an

insulator) produces similar visual results, but the resulting boundary conditions can

be solved much more efficiently yielding a faster simulation [80].

Fracture patterns are not generally considered to be examples of Laplacian growth,

but Federl et al.’s [35] model of this phenomenon is analogous to the Laplacian al-

gorithm presented here. Federl et al. simulated crack formation using the finite

element method, with cracks providing the boundary conditions. First the strain

is calculated throughout the material (line 2). If the strain exceeds the material

strength at any point a crack is introduced (line 3), and strains recalculated (line

4). Cracks propagate as indicated by the strain in the material, with new cracks

introduced as specified by this calculation, producing elaborate crack patterns (lines

2-5 and fig.2.2b). The quality of results and efficiency of calculation are increased

significantly through an adaptive re-meshing strategy.

2.2.3 Biological models with growing tips

The growth of many branching structures, such as corals, trees, and axons, is re-

stricted to branch tips. In spite of this limitation, a rich variety of forms arise.

Models of these structures can often be differentiated by how growth is directed at

branch tips, and where branching occurs.

An example of a model with growing tips was proposed by Ulam [168]. He con-
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a b

Figure 2.2: Models of Laplacian growth. a) Dielectric Breakdown Model [111] b)
Model of crack formation [35]

sidered tree patterns emerging from extremely local competition for space. These

patterns were constrained to a grid and initially consisted of a single grid-tile. Ad-

jacent tiles are added synchronously to the pattern during each iteration, provided

the resulting branches would not collide. This simple rule emulates competition for

space using environmental cues, and yields fractal patterns with a highly structured

spatial organization (fig.2.3 e). An equivalent interpretation of Ulam’s model is that

tips grow in the same direction while unblocked, and branching occurs at predefined

angles when there is enough space to support a branch.

The models of coral formation developed by Abraham [1], and Kaandorp [74, 73]

simulate the growth of the coral’s structure at the developing tips. The model

proposed by Kaandorp, uses radial accretive growth [74, 73]. In Kaandorp’s model

the surface of the coral is represented as a connected set of edges in 2D, or faces in

3D. An axis of growth is associated with each growing tip, with growth occurring

along the normal of each edge (2D) or face (3D). Growth is varied so that elements

facing away from the axis grow less. The presence of light and nutrients affect growth
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and modify the axis of growth over time. A tip bifurcates when two distinct growth

maxima emerge. This creates bifurcating structures reminiscent of many corals, and

sponges (fig.2.3a).

In contrast to Kaandorp’s model, which represents the surface of the coral, Abra-

ham [1] models the skeleton of the coral structure as a tree graph. Branch tips

follow a gradient of nutrients in their environment. Nutrients are assumed to diffuse

through the environment and are consumed by branches. As branches grow, the

pattern and distribution of nutrients are updated, directing the path of tips away

from each other over time. Tips branch when there is enough nutrients to the left

and right of the tip to support additional branches. The resulting patterns resemble

some corals, and the pattern of vasculature observed in Ginkgo biloba. This model

is closely related to Laplacian growth, and follows the algorithmic interpretation of

Laplacian growth provided in the previous section (Alg 1). In contrast to models

of Laplacian growth, the pattern is explicitly represented as a tree graph and is

extended only at branch tips.

Radial accretive growth tends to be the exception, instead of the rule, in the

class of biological models with growing tips, in that the surface geometry and their

interactions with the environment are modeled explicitly. The approach taken by

Abraham of modeling the structure of a branching pattern as linear segments (rep-

resenting the skeleton of the pattern) is much more common. Branching and growth

is then handled via some decision process at each element, providing a higher level

of abstraction, whereby endogenous and exogenous factors affect development and

growth directly, rather than as the outcome of a secondary process.

Cohen proposed a related simulation of biological pattern generation [21]. The
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model operates on tree graphs and distinguishes between apices and internal nodes.

Additionally, the impact of internal and environmental cues are incorporated as a

small set of growth and branching rules. Each tip grows away from nearby pattern

elements guided by a continuous density field. Additionally, tips grow with some

inertia, causing the direction of the tip to change slowly over time. Branching oc-

curs probabilistically and can occur at any internal node during any timestep. The

probability that a branch will be produced is increased in less dense regions, and at

elements distant from branch tips and branching points. Cohen’s patterns suggest a

hierarchical structure and spatial organization similar to that seen in trees and the

vein patterns of leaves (fig.2.3 b).

The growth of tips in Cohen’s model is guided by the density field of pattern

elements. The model of axon formation proposed by Gierer [45] also uses a field to

direct growth, but does not consider the feedback of the pattern on the field. His

model was based on several observations of axon growth. Specifically, he used the

observations that axons grow towards a target, meandering and bifurcating along

this path, with many branches near the target.

In Gierer’s model the axon follows a global gradient with a minimum at the

target. Meandering results from random local fluctuations in the global gradient.

The axon branches when moving forward no longer minimizes the gradient. This

leads to emergent branching at the target, as any forward movement will be up the

gradient. Gierer’s model convincingly recreates the pattern of a single axon based

on a small number of geometric observations (fig.2.3c).

The models of Abraham, Cohen and Gierer all rely on a field to guide develop-

ment. As this field is defined over the space containing the pattern, it is difficult
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to grow the interior of this space. In contrast, Gottlieb formulated a model of vas-

cular development in which the outcome of chemical interactions was interpreted

geometrically [49], which eliminates the reliance on a field to guide development and

allows growth to be considered. This model starts with a set of lines representing

vasculature embedded in a coarse grid. Growth is simulated by refining the grid

during each iteration of the model, and extending veins to the centres of new grid

cells within a predefined radius, which decreases over time. Cell centres in this con-

text represent new sources of a vein-inducing hormone. Refining the grid for a few

iterations produces complex patterns reminiscent of vascular patterns in plants and

animals (fig.2.3d).

Gottlieb’s model demonstrates the interplay between growth and the range of

exogenous communication. Over time, the distance over which elements can com-

municate decreases. This process is conceptually equivalent to growing the pattern

uniformly while keeping this distance constant. The geometric reasoning applied

in Gottlieb’s model is very similar to that employed in SCA, making this work of

particular relevance.
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Figure 2.3: Biological models with growing tips a) Radial accretive growth [73] b)
Cohen’s simulation of biological pattern generation. The structure on the left is
shown at a later stage of development on the right [21]. c) Grierer’s model of axon
formation [45] d) Gottlieb’s model of vascular patterning [48]. Four iterations of the
model are shown. e) An example of Ulam’s growing figure [168].



Chapter 3

Modeling trees with the Space Colonization

Algorithm1

Visual modeling of tree architecture began with the work of Honda [60]. He proposed

a model of trees as recursive branching structures characterized by a small number

of geometric attributes: branching angles and length ratios of consecutive branch

segments (internodes). The basic tenet of Honda’s approach — treating a tree as

a recursive branching structure — underlies most generative tree models proposed

to date. Early examples include a direct adaptation of Honda’s model to computer

graphics [4] and tree models proposed by Bloomenthal [11] and Oppenheimer [116].

Reeves and Blau [131], Weber and Penn [175], Lintermann and Deussen [88], and

Prusinkiewicz et al. [129] improved the visual realism of recursive tree models by

introducing random and organized variation of parameter values as a function of

position of the affected branches within the tree structure.

Biologically, the view of a tree as a recursive structure is justified by the process

of tree development [176, 25]. For temperate-climate trees, development typically

begins with a single stem that carries leaves and lateral buds, arranged in a regular

phyllotactic pattern. These buds may in turn give rise to new branches.

Without doubt, the regular pattern of bud distribution and the repetitive char-

acter of their potential development are important determinants of the architecture

1This chapter is based on [143]

24
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of young trees. These factors, however, play a reduced role when considering more

mature trees and shrubs [147]. The first reason is the diversity of the fates of buds:

only some buds produce branches, whereas others produce flowers, remain dormant

or abort. These different fates break the regularity implied by the initial bud ar-

rangement. Second, branches differ significantly in their growth and development:

some twigs become major limbs, whereas others remain small or are shed. Third, the

initial directions of branch growth, determined by bud arrangement and branching

angles, are significantly modified by branch reorientation, tropisms, and mechanical

bending.

These phenomena have been considered in plant models constructed for biolog-

ical and computer graphics purposes alike. A statistical description of the fates of

buds is the cornerstone of the models of de Reffye et al. [25]. A combination of

a statistical and hormone-driven control of the fate of buds was incorporated into

topiary tree models by Prusinkiewicz et al. [127]. Competition for light was used

to control bud fate and branch shedding by Teak [162] and reproduced by Měch

and Prusinkiewicz [109]; a related approach was proposed by Chiba et al. [17]. Fur-

ther work considered the impact of light quality [44] and the effects of gravity and

tropisms [70].

Although these models incorporated a variety of processes, they preserved the

fundamental role of recursive branching; the other factors were just modifiers. In

the structure of a mature tree, however, the regularity of the recursive branching

is largely lost, overridden by subsequent development. This phenomenon was high-

lighted by Sachs and Novoplansky [147, page 206]:
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Only a small proportion of available apices actually develops. The excess

developmental capacity is evident in the presence of many undeveloped

buds and small branches, many of which could develop to entire trees

if other apices were removed. There is often no strict determination of

the precise location and number of shoot apices that develop into large

branches.

As indicated above, the fates of buds do not seem to follow a strictly predeter-

mined genetic program. To account for this, Sachs and Novoplansky hypothesized

that the environment strongly influences the fates of buds, reflecting the develop-

mental plasticity of the tree. They suggested that characterizing the mature form

of a tree as a recursive structure provides an incomplete picture, arguing that en-

vironmental factors play a major role in determining the detailed structure of tree

canopies. They proposed that the developmental plasticity of a tree could be ex-

plained by competition between branches to grow. To provide a plausible mechanis-

tic basis for this argument, they proposed that this competition is regulated by apical

dominance and enhanced by the response of branches to local shading. The spatial

arrangement of branches thus significantly influences their subsequent development

and, consequently, the architecture of a tree.

Using the point of view of Sachs and Novoplansky as the point of departure, we

explore below the Space Colonization Algorithm as an alternative to the recursive

branching process as the basis for modeling trees. Our model considers the competi-

tion of branches for space, mediated by environmental cues, as the dominant factor

determining the form of trees and shrubs.
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Competition for space has been used previously to generate bifurcating structures,

including generic branching patterns [21], vascular patterns [48], and corals [74,

1]. Even the concept of explaining tree architecture in terms of competition for

space is not new; in fact, it precedes the recursive model of Honda [60]. As early

as 1962, Ulam [168] exploited competition for space to formulate a 2D cellular-

automaton model of abstract tree-like branching structures. Stevens [159] augmented

the topologies created by Ulam’s model with biologically-motivated geometric at-

tributes (branch widths and branching angles), obtaining visually realistic models

of young trees. More recently, Rodkaew et al. [136] proposed an algorithm that dis-

tributes particles within the shape of a tree crown, then traces their motion down

to the root. The converging paths of the particles, which are attracted both to their

neighbours and toward the tree base, form a tree. Rodkaew’s algorithm and its re-

cent extension [110] produce surprisingly realistic-looking tree models in spite of the

disregard for the processes of tree development (the algorithm generates branches

from the tips inward).

These results provide the background for the procedural tree generation method

presented here. Our key idea is an iterative addition of new elements (nodes) to

the tree structure formed in previous steps. This process is guided by the proximity

of points marking the availability of free space. Historically, the proposed method

was developed as a 3D extension of the algorithm for generating leaf veins described

in Chapter 4. (Interestingly, Rodkaew et al. [136] also derived their tree-generation

algorithm from a vein-generation method.) Although developed later, in this thesis

the algorithm for trees is presented first, as this application is conceptually simpler

(unlike leaf blades, where vein patterns are formed, the space in which trees grow
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does not expand).

3.1 The method

3.1.1 Procedure overview

The steps of the procedure are shown in Figure 3.1. A three-dimensional envelope of

the tree crown is provided as an input (a). It can be specified using any method that

makes it easy to test whether a point lies inside or outside the enclosed volume. In

this thesis a generalized surface of revolution is used, which is obtained by rotating a

planar generating curve (possibly with a changing shape) around a vertical tree axis

(Section 3.2.1). At the beginning of tree generation, the space within the envelope

is seeded with a set of attraction points (b), which signal the availability of empty

space for growth and are removed when reached by a branch. The distribution of

the attraction points is a user-controlled attribute of the method; some possibilities

are outlined in Section 3.2.2. Given the attraction points, the tree skeleton is formed

iteratively, beginning with a single node at the base of the tree (b). During each

iteration, new nodes, delimiting short branch segments, extend the skeleton toward

nearby attraction points (c, d). This process terminates when all attraction points

have been removed, when no nodes are within the radius of influence of the remaining

attraction points, or after a user-specified number of iterations.

The resulting tree skeleton may now be manipulated further. First, the skeleton

nodes may be decimated to reduce the amount of data representing the tree geometry

(e). Moving each remaining node in parallel half way toward its more basal neigh-

bour reduces the branching angles (compare the insets in Figures e and f) and can
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Figure 3.1: Key steps of the proposed method for generating trees. a) Specification
of the input envelope; b) Placement of the initial tree node and attraction points
in the envelope; c, d) Generation of the tree skeleton; e) Node decimation; f) Node
relocation; insets show the modified branching angle; g) Subdivision; h) Construction
of generalized cylinders; i) Addition of organs.
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significantly impact the overall appearance of the tree. Curve subdivision, extended

to branching structures [130], may be applied to the original or decimated skeleton

to create more smoothly curved limbs (g). Once these steps are completed, the tree

geometry is modeled using generalized cylinders [11] centred on the axes of the skele-

ton (h), with the diameter of each limb calculated using the pipe model [152](Section

3.2.3). If needed, organs, such as leaves, flowers and small branches, are added to

the tree (i).

3.1.2 The space colonization algorithm.

The cornerstone of the proposed method is the space colonization algorithm (Fig-

ure 3.1b and c), which treats competition for space as the key factor determining

the branching structure of trees. The structure of the tree is represented as a tree

graph G = 〈V, E〉. The nodes v ∈ V of this graph represent small internode seg-

ments, which we refer to as tree nodes. Adjacent nodes are connected by edges

e ∈ E ⊂ V × V . The edges are oriented from the base of the tree to its extremi-

ties. Connections between tree nodes play a key role when determining branch width

using the pipe model (Section 3.2.3).

The operation of the algorithm begins with an initial configuration of N attraction

points (usually hundreds or thousands) and one or several tree nodes. The tree is

generated iteratively. During each iteration, an attraction point may influence the

nearest tree node. This influence occurs if the distance between the point and the

closest node is less than the radius of influence dI . There may be several attraction

points that influence a single tree node v: this set of points is denoted by S(v).

If S(v) is not empty, a new tree node v′ will be created and attached to v by the
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segment (v, v′). The node v′ is positioned at distance D from v, in the direction

defined as the average of the normalized vectors toward all the sources s ∈ S(v).

Thus, v′ = v + Dn̂, where

n̂ =
~n

‖~n‖
and ~n =

∑

s∈S(v)

s − v

‖s − v‖
. (3.1)

The distance D serves as the basic unit of model and provides control over the

resolution of the resulting structure.

Once the new nodes have been added, a check is performed to test which, if any,

of the attraction points should be removed due to the proximity of tree branches that

have grown toward these points. Specifically, attraction point s is removed when at

least one tree node v is closer to s than a threshold kill distance dk.

Discussion of ~n

The definition of ~n may seem somewhat arbitrary, but it has some biological justifi-

cation. Trees transport water and nutrients between the roots and leaves along their

branches. Reducing the total length of branches decreases the cost of building and

maintaining this transport system. As such, it is plausible that the architecture of

trees attempts to minimize the total length of branches. This has been postulated

previously by Leopold, who found that the most probable arrangement of branches

appears to minimize this value, while respecting other constraints (such as light

capture) [85].

When tree node v is selected by S(v), the branch segment stemming from it

extends towards the empty space indicated by the points in S(v). As the branch is

extended it should do so in as economical a fashion as possible (i.e. it should colonize

the space using the smallest number of tree nodes). An infinitesimal extension of v in
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direction n̂ minimizes the sum of the Euclidean distances between v and the points in

S(v) (This is stated formally in the following theorem, and the accompanying proof

is provided in Appendix A). This property is well approximated by a finite segment

provided that it is short in relation to the distance between attraction points. Given

this result, extending v in the direction of n̂ thus helps minimize the lengths of

current and subsequent branches, in accordance with Leopold’s postulate.

Theorem 1. Let v ∈ ℜn and S(v) be as defined above, let E : ℜn → ℜ be the scalar

field defined as the sum of the Euclidean distances between v and each point in S(v):

E =
∑

s∈S(v)

‖s− v‖ (3.2)

Then

~n =
∑

s∈S(v)

s − v

‖s − v‖

is equal to −∇E, the direction in which E decreases fastest.

Although the algorithm operates in 3d when trees are modeled, this property

holds in any finite-dimensional Euclidean space.

The relation between E and n̂ is illustrated in Figures 3.2 and 3.3 using two and

three attraction points, respectively. The scalar field E, and the direction vector

n̂ are visualized in (a) and (b). In (c) of both figures the initial tree node extends

along the direction field shown in (b) until a bifurcation occurs (bifurcation is an

emergent property of the algorithm and is demonstrated in the example provided in

Section 3.1.3). In Figure 3.2(c) the resulting branches are selected by a single at-

traction point, and subsequently extend directly towards the two attraction points.

In Figure 3.3(c), following the first bifurcation the left branch is only selected by the
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a b c

Figure 3.2: The relation between E and n̂ visualized for two attraction points. a) The
scalar field E is visualized for two attraction points (blue disks). b) The direction of
n̂ is visualized. c) A tree node (black disk with white centre) is added, and extended
as described in the the preceding section.

a b c

Figure 3.3: The relation between E and n̂ visualized for three attraction points.
a) The scalar field E is visualized for three attraction points (blue disks) b) The
direction of n̂ is visualized. c) A tree node (black disk with white centre) is added.
The lines show the branches produced when the tree node is extended as described
in the preceding section.
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left-most attraction point, causing the branch to extend directly towards the select-

ing point. The right branch is selected by two attraction points, and the scenario

described above for two attraction points applies.

Application of a directional bias to growth

Optionally, the direction of growth can be biased by a vector ~g representing the

combined effect of branch weight and tropisms using the equation

ñ =
n̂ + ~g

‖n̂ + ~g‖
. (3.3)

The impact of varying ~g is shown for a single branch in Figure 3.4. Introducing a

small bias causes the branch to curve slightly as it approaches the attraction point

((b) and (d)). Larger biases cause the branch to curve away from the attraction

point before following an almost vertical path to the attraction point ((c) and (e)).

3.1.3 Example

The SCA is illustrated in Figure 3.5. We begin following its operation at the stage

when the tree structure consists of six nodes (black disks with white centres) and

there are four attraction points (blue disks) (a). First, each attraction point is asso-

ciated with the closest tree node, provided that it is within the radius of influence (b,

blue lines); this establishes the set of attraction points that influence each node. The

normalized vectors from each tree node to each source that influences the node are

then found (c, black arrows). These vectors are added and their sum is normalized

again according to Eq. 3.1 (d, red arrows), providing the basis for locating new tree

nodes (d, red circles). No bias is used in this simple example. The new nodes are in-

corporated into the tree structure, in this case extending the main axis and initiating
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(a) ~g = (0, 0, 0), no bias is ap-
plied.

(b) ~g = (0, 0.35, 0), slight up-
ward bias

(c) ~g = (0, 0.7, 0), strong up-
ward bias

(d) ~g = (0,−0.35, 0), slight
downward bias

(e) ~g = (0,−0.7, 0), strong
downward bias

(f) Effect of varying ~g from
(0, 0.8, 0) (top curve) to
(0,−0.8, 0) (bottom curve).

Figure 3.4: Sub-figures illustrate the impact of varying ~g. In each image the simu-
lation is initialized with a single tree node (the black disk with a white centre) and
attraction point (blue disk). Adding additional tree nodes using Eq.3.3 generates
the curves connecting the initial tree node to the attraction point.
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Figure 3.5: The space colonization algorithm. A detailed description is provided in
the text.
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a lateral branch (e). The neighbourhoods of the attraction points (blue circles) are

now tested for the inclusion of (the centres of) tree nodes (f). The neighbourhoods of

the two leftmost sources have been penetrated by the new branches, as indicated by

the bolder representation of the corresponding circles. The affected attraction points

are thus removed (g). The tree nodes closest to these points are now identified (h),

beginning the next iteration of the algorithm.

Note that the top and the right attraction points jointly influence the top tree

node in Figure 3.5b, but the same two attraction points influence different tree

nodes in Figure 3.5h. Such splits in the set of attraction points, which at some stage

influence the same tree node, but later affect different points, are an essential feature

of the algorithm, as they lead to the emergence of branches.

3.2 Design considerations

The algorithm involves repetitively testing the set of attraction points for proximity

to the tree nodes. Specifically, the closest tree node to each attraction point must be

determined. The straightforward algorithm for determining the closest node to an

attraction point checks the distance from each tree node to the attraction point. If

k attraction points and n tree nodes exist during an iteration, then performing this

calculation for all attraction points requires O(kn) calculations.

We perform these calculations by constructing a three-dimensional Voronoi dia-

gram of the set of nodes and testing the resulting domains for the inclusion of attrac-

tion points, which improves run times considerably. To this end, we employed the

3D Delaunay triangulation routines included in the Computational Geometry Algo-
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rithms Library [118]. The complexity and run-time of the algorithm are discussed

in detail in Section 3.2.4.

The space colonization algorithm (steps a–c in Figure 3.1) has been implemented

using the vv relational modeling system [155], which provides convenient operations

for manipulating structures with dynamically changing topology. The generated

skeletons are further processed (steps d–h in Figure 3.1) using L-systems [77]. In fact,

the entire procedure for generating trees can be implemented using L-systems. The

primary reason the SCA was implemented in vv is historical, as the implementation

for trees was developed as an extension of the model used to generate veins in leaves,

which was implemented in vv. Additional details important to implementation of

the proposed method are provided below.

3.2.1 Crown Specification

The crown of a modeled tree, where attraction points are placed, is specified by

enclosing a volume within a surface. The surface used to specify this volume must

meet several requirements:

1. have an efficient, and easy to implement, inside/outside test;

2. be easy to specify; and

3. allow most tree crowns to be modeled (using one or several surfaces).

Optionally, the surface should provide a measure of distance of a point to the bound-

ary. In this work generalized surfaces of revolution were used, although in principal

many surfaces, such as implicit surfaces, are suitable for this purpose.

A generalized surface of revolution is obtained by rotating a planar generating

curve around a vertical axis. The generating curve may change size and shape during
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rotation, as for envelopes that are not axially symmetric. This can be contrasted

with surfaces of revolution where the generating curve remains constant.

In our implementation, this variation was captured by interpolating between a set

of curves placed at specific rotation angles around the z-axis (fig.3.6). The resulting

surface, parameterized by two variables, Q(θ, z) : [0, 2π] × [a, b] → ℜ3 is defined by

a set of 1D curves with associated angles:

C = {(C1, θ1), (C2, θ2), · · · , (Cn, θn)},

where Ci : [a, b] → ℜ, and θi < θi+1. Ci defines the profile of the surface at angle θi.

We compute the function Q(θ, z) from C as

Q(θ, z) = CatmullRom(z, θ)(cos(θ), sin(θ), z),

where CatmullRom interpolates between the z values of the curves in C as θ is

varied using Catmull-Rom splines [15]. Catmull-Rom splines are piecewise cubic

polynomials that interpolate a set of control points, here the z value of generating

curves, while maintaining first-order continuity. Tangents at each control point are

calculated using neighbouring control points, which makes them less flexible than

Hermite splines, but allows for easier user specification.

To define the function CatmullRom(z, θ) : [a, b] × [0, 2π] → ℜ let us consider a

given θ, and let i ∈ {1, 2, · · · , n} such that θi ≤ θ < θi+1. If i + 1 is greater than n,

then θ1 + 2π is used in place of θi+1. Now let:

t =
θ − θi

θi+1 − θi

This makes t = 0 when θ = θi, and t = 1 when θ = θi+1. Using t the function
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CatmullRom is:

CatmulRom(z, θ) = Ci(z)h1(t) + Ci+1(z)h2(t)

+Ci+1(z)−Ci−1(z)
2

h3(t) + Ci+2(z)−Ci(z)
2

h4(t)
, (3.4)

where h1, h2, h3 and h4 are the cubic polynomials

h1(t) = 2t3 − 3t2 + 1,

h2(t) = −2t3 + 3t2,

h3(t) = t3 − 2t2 + t,

h4(t) = t3 − t2.

According to equation 3.4, polynomial coefficients h1 and h2 interpolate between the

values at Ci(z) and Ci+1(z) as t increases from 0 to 1, whereas the remaining coef-

ficients, h3 and h4, are applied to the tangents calculated from neighbouring points,

allowing first-order continuity to be maintained as θ is varied. Figure 3.7 shows a

slice through the crown in Figure 3.6 and illustrates the interpolation performed

using Catmull-Rom splines.

The surface Q, as defined above, produces points between z = a and z = b. The

axis of Q can then be modified by rotating, and translating the output of Q.

More complex crowns can be created by generating several generalized surfaces

of revolution and combining the surfaces using simple constructive solid geometry

operations (such as the union, intersection, and difference operators). These opera-

tions may be applied repeatedly to obtain increasingly complex crowns based on a

small number of simpler crowns.
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a b c

Figure 3.6: A generalized surface of revolution and associated generating curves. a)
The three curves defining the generalized surface of revolution. b) The curves placed
at regular angles around the z-axis. c) The surface generated by sweeping the curves
around the axis as described in the text. The arrow indicates the location of the
slice illustrated in the following figure.

Figure 3.7: A slice of the generalized surface of revolution shown in the previous
figure. This slice was created by holding z constant and rotating through all θ. Red
disks mark points on the three generating curves and the black disk marks the axis
of rotation.
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3.2.2 Attraction point generation

To place attraction points in Q a function indicating whether a point lies inside or

outside the volume enclosed by the surface is needed. This inside/ouside function

can be phrased concisely using the CatmullRom function discussed above.

To this end we define the characteristic function for Q, denoted by χQ(P ) : ℜ3 →

{1, 0}. This function takes a value of 1 at any point in the region bounded by Q and

0 at all other points. Specifically, given point P ∈ ℜ3 with associated cylindrical

coordinates (r, θ, z),

χQ(P ) =











1 CatmullRom(z, θ) ≥ r

0 otherwise.

Attraction points are generated iteratively by generating point P randomly with

a 3D uniform distribution1, and verifying that it lies in the crown of the tree using

χQ(P ).

Optionally, a minimum distance between attraction points, denoted bd, can be

enforced. In this case, when point P is generated it is placed in the tree crown only

if it is further than bd from the attraction points that have already been placed,

producing an overdispersed point distribution [23, 104].

The specifics of attraction-point generation are a parameter of the simulation,

and are discussed further in Section 3.3.

1The algorithm uses a random distribution of points as opposed to a regular grid as a way of
introducing variation into the model. The advantage of this approach is its simplicity compared to
biologically more sound methods [161]
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a b c

d e

Figure 3.8: Decimation of a single branch, τd is indicated by the red line in each
sub-figure. The tree-node being considered for decimation is shown as a red disk.

3.2.3 Modeling the branching structure of the tree

Post processing

The tree-graph generated by the SCA provides the skeleton of the tree. This skeleton

can be further manipulated using the post-processing steps outlined in (e-g) of Figure

3.1. Stages (f), branch point modification, and (g), subdivision, have been described

already, but the details of stage (e), decimation, require further explanation.

Decimation is performed on each branch independently, as illustrated in Figure

3.8. A branch is decimated from the base (b) to the tip (e). The decimation procedure

uses a threshold, τd, denoting the desired minimum spacing between adjacent tree-

nodes in a branch. Nodes are processed sequentially, and the distance between nodes

is accumulated in dA. At each node the accumulated distance is compared to τd. If

dA < τd then the node is removed from the branch, otherwise dA is reset to 0 and

the node is kept (b-e). Decimation decreases the number of points in a branch while

maintaining a uniform density of points along the branch (compare (a) and (e)).
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Determination of the diameter of branches

Once the final skeleton of a tree has been generated, the diameters of the limbs are

determined according to the pipe model [152], which relates the cross-section of a

limb below a branching point to the combined cross-sections of the limbs above.

The pipe model assumes that each leaf is connected by a pipe to the base of the

tree, supplying the leaf with water, and that the cross-sectional area of this pipe is

constant. At any point in the tree there must be enough pipes to supply the leaves

above it; so the cross-section at this point is determined by the number of leaves it

must support.

In accordance with the preceding discussion: calculation begins with the assump-

tion that all branch tips have the same initial radius r0, and proceeds basipetally,

from the branch tips toward the tree base. If branches of radii r1 and r2 meet at a

branching point, the radius r of the supporting branch is found using the formula

rn = rn
1 + rn

2 , (3.5)

where n is a parameter of the method (usually between 2 and 3 [92, pages 131–135]).

The relation given by Eq. 3.5 was proposed by Murray [108] based on measurements

obtained from several tree species.

The geometry of branches

Generalized cylinders [11] are used to model the branching structure of the tree.

The geometry at each branch is created by sweeping a 2d generating curve along the

skeleton of the tree, while varying the scaling factor applied based on the diameter

calculated by the pipe model. During this process a parallel transport frame [55,

129] is calculated to orient the generating curves (cross-sections of the generalized
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cylinder) in a manner that minimizes the twist between consecutive cross-sections.

If needed, organs, such as leaves, flowers and small branches, are added to the tree;

their spatial distribution is determined with respect to the parallel transport frame

and/or absolute directions in the world space in which the tree has been placed.

3.2.4 Algorithm run-time

Typically, generation of an entire tree using the SCA takes a few seconds or minutes.

A significant portion of the algorithm’s execution time is spent testing the proximity

of attraction points to tree nodes and updating the Voronoi diagram containing the

set of tree nodes. Thus, the runtime of each iteration of the algorithm depends

primarily on the number of tree nodes and attraction points considered. Varying

the parameters controlling these quantities changes the resulting pattern as well,

and causes a trade-off between achieving particular visual effects and optimizing the

runtime of the algorithm. The visual impact of parameters is discussed in greater

detail in the results section (Section 3.3).

The run-time of our implementation was tested experimentally. In each experi-

ment a unit sphere was filled with attracting points and a tree node was placed at

the origin. The simulation ran until no attraction points remained. Each experi-

ment was run 10 times, with default parameters of N = 3000 (number of attraction

points), dk = 2 (kill distance), and D = 0.01 (the basic unit of the model). These

experiments serve as a basis for discussing the impact of pertinent parameters on

the run-time of our implementation.

Several parameters affect, directly or indirectly, the number of attraction points

and tree nodes tested during a simulation. As the number of attraction points is a
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Figure 3.9: Process run time plotted as a function of the number of attraction points
(N). (Top) The average, maximum, and minimum run-times are plotted as N is
varied. (Bottom) The average run-time is plotted in the same chart as the best fit
quadratic polynomial described below the legend.
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parameter itself it can be varied directly. Reducing the number of attraction points

decreases the runtime, because fewer tree nodes are produced and fewer attraction

points must be tested during each iteration (Figure 3.9). The second graph in Figure

3.9 shows the best fit quadratic curve. The coefficient of the quadratic term is several

orders of magnitude smaller then the coefficient on the linear term. This tends to

indicate that the relationship between N and run-time is approximately linear when

N ∈ {1, · · · , 4000}.

Unlike the number of attraction points, the number of tree-nodes is not specified

directly. Instead the number of tree nodes present during an iteration is determined

indirectly by several parameters. First, the basic unit D used in the model is of

particular interest. As D increases, fewer tree nodes are needed to reach the same

set of sources (as this decreases the resolution of the model), thereby reducing the

number of iterations needed to reach each attraction point (as well as the number of

tree-nodes that exist during each iteration).

Instead of using D directly, the relation of runtime of to 1/D is examined (the

number of nodes needed to span one unit, Figure 3.10), because as D goes to zero the

runtime of the algorithm tends towards infinity, making analysis difficult. As with

N , the coefficient on the quadratic term of the polynomial is very small compared

to the linear term, indicating that the runtime may be a sub-quadratic function of

1/D when 0 < 1/D ≤ 150 (the values of D used in this chapter all fall in this range).

D significantly impacts the algorithm’s run-time. Presently, D is a user-specified

constant and it is an interesting question whether an adaptive step could be used

instead.

The other parameter to note is dk, the kill distance used to remove sources.
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Figure 3.10: Process run time plotted as a function of the number of nodes per unit
(1/D). (Top) The average, maximum, and minimum run-times are plotted as 1/D
is varied. (Bottom) The average run-time is plotted in the same chart as the best fit
quadratic polynomial described below the legend.
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Figure 3.11: Process run time plotted as a function of the kill distance (dk). The
average, maximum, and minimum run-times for each value of dk are plotted.

Increasing dk causes attraction points to be removed earlier, thus decreasing the

computational cost of subsequent iterations. Additionally, as branches need not

penetrate the space surrounding attraction points as closely, fewer tree nodes are

needed to reach the same number of attraction points. Figure 3.11 reveals that in

this experiment increasing dk decreases the run-time of our implementation, but in

a diminishing manner.

The run-time of a single iteration can be discussed more rigorously. Let k be

the current number of attraction points, n the number of tree nodes present at the

beginning of the iteration, and r the number of tree nodes created during the iter-

ation. Asymptotically, runtime depends on the calculation of the nearest tree node

to each attraction point and the insertion of new tree nodes in the Voronoi diagram

containing all tree nodes. This diagram can be constructed “from scratch” during
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each simulation step in O(n log n) time [114]; however, the run-time is improved

by updating the diagram incrementally from one simulation step to the next [114].

The calculation of the nearest neighbour in the Voronoi diagram takes logarithmic

time [121], thus the search for the tree nodes that are nearest to k attraction points

require O(k log n) time, and the insertion of r new tree nodes then takes O(r log n)

time, resulting in a combined run-time of O((k + r) log n). As each new tree node

must be selected by an attraction point and each attraction point can select only

one tree node, it follows that k must be an upper bound for r. Therefore, a single

iteration of the SCA takes O(k log n) time.

3.3 Exploration of the parameter space1

3.3.1 Kill Distance and Attraction Points

The proposed method generates a wide variety of trees and shrubs, controlled by

a small number of parameters and algorithm variations. Figure 3.12 illustrates the

impacts of the number of attraction points N and kill distance dk (parameters of

the pipe model and decimation were also adjusted). Decreasing N and increasing dk

yields crowns that are increasingly sparse. In addition fewer attraction points lead

to irregular branches. The reason is that, in this case, the addition or removal of

a single attraction point to or from the set affecting a branch tip can significantly

change the direction of branch growth. In contrast, with larger kill distances the set

of attraction points affecting individual branch tips increases. The individual points

matter less, and smoothly curved branches result.

1Parameters used to generate selected models are collected in Table 3.1.
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(a) N = 12000, dk = 2D (b) N = 12000, dk = 20D (c) N = 12000, dk = 40D

(d) N = 1500, dk = 2D (e) N = 375, dk = 20D (f) N = 375, dk = 40D

Figure 3.12: Impacts of the number of attraction points, N , and the kill distance,
dk, on the tree form. The kill distance is expressed as a multiple of D, the distance
between adjacent nodes of the tree skeletons.
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3.3.2 Radius of Influence

Figures 3.13 and 3.14 illustrate the role of the third numerical parameter of the

algorithm, the radius of influence dI on trees and shrubs. As dI decreases, branch

tips tend to meander between attraction points, coming into, then leaving their zones

of influence, resulting in a wiggly or gnarly appearance.

3.3.3 Crown Shape

Figures 3.13 and 3.14 also illustrate the impact of the envelopes on crown shape: the

shrubs in Figure 3.13 were generated using fan-shaped envelopes, whereas the trees

in Figure 3.14 were generated using conceptually infinite envelopes (the simulations

were stopped after a prescribed number of steps before any branch tips were closer

than the radius of influence to the top of the tree crown). Further examples of the

impact of the envelopes are given in Figure 3.15, which shows two trees generated

using highly elongated cylindrical and conical envelopes. Comparison of Figures 3.14

and 3.15 also shows that narrower trees have a clearly delineated trunk, whereas in

widely spread trees even the main limbs are highly ramified. This correlation between

the overall form of the trees and their branching habits is an interesting emergent

property of the algorithm, and captures the defining properties of excurrent (with

the main stem) and decurrent (without a distinct main stem) tree forms [133].

In all examples considered so far, attraction points had a uniform distribution

within the tree crowns, resulting in approximately uniform branch densities. How-

ever, in many trees and shrubs the branch density increases near the crown surface

due to better access to light. We generate the resulting forms by only placing at-

traction points near the envelope. For example, Figure 3.16 shows a shrub generated
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(a) dI = ∞ (b) dI = 22D

(c) dI = 17D (d) dI = 13D

Figure 3.13: Impact of the radius of influence dI on the form of shrubs.
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Figure 3.14: Impact of the radius of influence dI on the form of trees. (Top) dI = ∞;
(Bottom) dI = 8D.
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a b

Figure 3.15: Impact of the envelope on the crown shape. a) columnar crown; b)
conical crown.

with attraction points located exclusively near the envelope. The structure has an

open, sparse branch system, with small twigs limited to the crown surface.

3.3.4 Addition of attraction points during simulation

The tree shown in Figure 3.17 was synthesized using an overdispersed point distri-

bution generated using the method described in Section 3.2.2. Furthermore, new

points were added while the tree structure was forming, with a gradually decreasing

distance between the points (bd is decreased with time). This led to the emergence

of small twigs that filled the space between large branches. The resulting hierarchy

of branch sizes gives the resulting structure the appealing appearance of a large,

mature tree.
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Figure 3.16: A shrub generated with attraction points placed exclusively near the
envelope.

3.3.5 Tropisms

Tropism — the tendency of branches to turn in a particular direction — is a distinc-

tive feature of tree architecture identified by Hallé, Oldeman and Tomlinson [52].

Tropisms and bending of branches due to their weight are incorporated into the

models by vertically biasing the direction of branch growth (Equation 3.3). A slight

upward or downward bias adds subtle curving to the branches of the tree, and is

used in most examples.

In contrast, strong biases overcome the impact of attraction points and create

particularly interesting effects. An upward bias may cause the branches to grow

above their attraction points, before eventually turning down, resulting in a pendu-

lous form (Figure 3.18a). This simple approximation of tropisms can create slightly

pendulous forms, but is incapable of recreating the strongly pendulous form of some

trees (such as weeping willows). When a strong downward bias is applied branches

turn downwards away from the attraction points selecting them, leading to the emer-
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Figure 3.17: A tree generated using continuously added attraction points.
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a b

c

Figure 3.18: The impact of strong tropisms on the resulting form: a) a tree with pen-
dulous branches resulting from a strong upward tropism; b) a model of a “crooked”
tree (strong downward tropism); c) a low-lying bush or creeping plant (strong down-
ward tropism)

gence of relay shoots on top of existing branches. This behaviour is observed in some

shrubs (such as the Sambucus nigra), and crooked or twisted trees (such as Fagus

sylvatica var. tortuosa, and the “crooked” mutant of Populus tremuloides) [134, 43]

which is recreated in Figure 3.18b-c.
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Figure 3.19: Two trees competing for space

3.3.6 Competition

In addition to the arrangement of branches within a single tree or shrub, the pre-

sented method can automatically capture the adaptation of the shape of the plants

to the presence of their neighbours. This is illustrated in Figure 3.20, in which

shrubs in a hedge (each initialized with a separate tree node) compete for space with

their neighbours, and in Figure 3.19, where the same phenomena is recreated with

two trees. The method can also account for the presence of obstacles to growth, by

eliminating the attraction points beyond the surfaces of collision.
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Figure 3.20: A hedge of shrubs competing for space.

3.3.7 Post-Processing

The described algorithm produces realistic-looking tree structures without any post-

processing of skeletons. However the algorithm does not provide direct control over

branching angles, which tend to be close to 90 degrees (especially in minor branches).

To provides more control over the final form of trees and shrubs post-processing was

used. The impact of moving the branching points and subdividing the skeleton is

illustrated in Figure 3.21. In order to have a visual impact, these operations were

applied to a decimated skeleton, with perceivably spaced nodes. The branches of the

post-processed structure are smoother, and the branching angles are smaller, than

in the original tree.

During the last stage of model construction the branching structure can be com-

plemented with the addition of organs. In the case of the shrub shown in Figure 3.16,

flowers were positioned and oriented on the branches using the parallel transport

frame as a reference. This is sufficient to achieve a wide range of visual effects as

demonstrated in Figures 3.22-3.24. In 3.22 and 3.23 leaves are positioned using the
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parallel transport frame, and in 3.24 compound leaves are placed at the tip of each

branch. In Figure 3.25 the impression of pine trees of different age is created by

placing a collar of pine needles at each internode of the thinnest branches. The size

of these organs provides a sense of scale, and in Figure 3.26 many small leaves are

used to give the impression of a haze of foliage in a large oak tree. Finally, in the tree

shown in Figure 3.27, leaves were arranged around their supporting branches using

the parallel transport frame, then brought to an approximately horizontal orientation

in the world coordinate system.

3.4 Discussion

We have introduced an algorithm that generates trees and shrubs by simulating com-

petition for space between growing branches. The initially empty space is represented

as a set of attraction points, which are gradually removed as they are approached by

the branches. Attributes and parameters of the model specify the shape and granu-

larity of the empty space, the distance from which the branches can sense it, and the

degree to which it can be penetrated by the branches. Additional parameters control

the spatial and temporal distribution of the attraction points, allowing for increased

branch density near the boundary of the tree crown and the formation of a hierar-

chy of branches with different sizes. A directional growth bias makes it possible to

approximate the effects of tropisms and branch bending due to their weight. Model

parameters correlate well with the notions used to characterize the appearance of

trees and shrubs in landscaping (e.g., spreading or columnar crown shape, excurrent

or decurrent branching habit, open or dense branch system, ascending or pendulous
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Figure 3.21: The effect of post-processing a tree skeleton. (Top) The original struc-
ture. (Bottom) The structure obtained obtained by decimating the skeleton, moving
the branch points, and subdividing the skeleton.
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a b

Figure 3.22: a) A birch tree. b) A tree with autumn foliage.

Figure 3.23: A tree with dense foliage.
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Figure 3.24: A tree with compound leaves.

Figure 3.25: Four trees representing pine trees of different ages.
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Figure 3.26: An Oak tree.
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Figure 3.27: A tree with leaves.
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branch orientation [133]), and can be tuned to generate diverse branching structures.

The proposed method is particularly useful in simulating irregular forms of temper-

ate-climate deciduous trees. These forms are difficult to capture with older modeling

methods, which emphasize recursive aspects of tree structure [109, 128, 25, 70]. The

models generated with the space colonization algorithm are visually plausible even

as bare trees and shrubs, without leaves that could potentially mask shortcomings

of the branching structures. In particular, branch intersections are prevented by the

nature of the algorithm. When needed, the generated branching structures can be

complemented with leaves, flowers, buds, and fruits.

Although the space colonization algorithm has been formulated in abstract geo-

metric terms, it is biologically justifiable. In nature, competition for space is likely

mediated by quantity and quality of light [113, 5]. It has been previously postu-

lated [147, 162, 109, 44] that this competition significantly affect plant form, and

therefore should be incorporated into plant models. Our results amplify the obser-

vation of Novoplansky and Sachs that competition for space plays an important role

in determining the overall branching structure of temperate-climate trees and shrubs

and in fact suggest that it is the dominant mechanism.
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Chapter 4

Modeling leaf venation patterns I: Basic models

with marginal and uniform growth1

Venation is a functionally important and visually conspicuous component of plant

leaves. Together with spiral phyllotaxis and the branching structures of tree architec-

ture, venation patterns are among the most admirable aspects of the natural beauty

of plants. Yet, in comparison, venation patterns and their development are poorly

understood [27], which makes the visual modeling of venation patterns a particularly

challenging and timely problem. As a step toward its solution we propose a model

inspired by the current theories of hormonal control of vein morphogenesis. To this

end, the geometric assumptions introduced to model trees are re-interpreted to make

the model consistent with current understanding of vascular patterning.

The model presented in this chapter generates visually realistic venation patterns,

reproduces in part their natural diversity, and captures the close relation between

venation and leaf shape. For image synthesis applications, this model offers a useful

alternative to scanned textures when leaf specimens are not readily available, leaves

are not flat (and therefore are difficult to scan), a large number of leaf models with

different yet related venations is needed, leaf development is animated, or when the

topology of the leaf venation is needed. The model can also be used as a stepping

stone to study and visualize leaf venation patterns for biological purposes. As when

1This chapter is based on [142]

69
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Figure 4.1: Terms pertinent to the description of leaf shapes.

Figure 4.2: Varieties of leaf growth. A sample leaf (a) and the results of its: (b)
marginal growth, (c) uniform isotropic (isogonic) growth, (d) uniform anisotropic
growth, and (e) non-uniform anisotropic growth.

trees were modeled, realistic visualization plays a critical role as an element of model

evaluation and validation [123], since current objective measures for comparing com-

plex venation patterns with reality capture only a limited set of features [13]. This

chapter outlines the basic algorithm using simple growth, and the essence of de-

veloping patterns is not addressed. Modeling the development of vascular patterns

benefits from more sophisticated techniques and is discussed in the following chapter.



71

4.1 Background and related work

4.1.1 Leaf shape

Venation patterns are strongly correlated with leaf shapes [27] and thus must be

considered in that context. A useful summary of the terminology for describing

leaf shape is given by Judd et al. [72]. A typical leaf consists of a blade (lamina),

attached by a petiole (stalk) to the stem (Figure 4.1). Simple leaves have a single,

connected blade. A simple leaf is entire if its margin (edge) forms a smooth arc,

toothed if the margin has small protrusions, and lobed if the margin is significantly

indented, dividing the blade into distinguishable lobes. Lobed leaves are further

categorized as dissected, with the indentation approximately perpendicular to the

leaf axis, and digitate, with the lobes organized radially (like fingers on a hand). In

contrast to simple leaves, compound leaves have blades partitioned into separate sub-

units called leaflets. Compound leaves are not considered directly, as it is assumed

that their venation can be modeled at the level of individual leaflets.

4.1.2 Taxonomy of leaf growth.

The development of venation patterns is correlated with the growth of leaf blades. In

this chapter a number of simple growth types are considered. Growth is marginal if it

is concentrated on the border and diffuse if it is spread throughout the surface [141].

Diffuse growth is isotropic if expansion is equal in all directions at each point in the

leaf blade, and anisotropic otherwise. Furthermore, growth is uniform if the growth

is the same at all points of the surface, and non-uniform if it is not. A uniform

isotropic growth is called isogonic [20]. These variations are illustrated in Figure 4.2.
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Figure 4.3: Some terms pertinent to the description of venation patterns.

4.1.3 Venation patterns

Leaf venation patterns are described in this work using the terminology of Hickey [58]

and its simplification by Judd et al. [72]. A fundamental notion is that of vein order.

Generally, first-order veins are the widest veins originating at the leaf base (the point

of attachment to the petiole), and finer veins and veinlets have progressively higher

orders (Fig. 4.3). Venation patterns are correlated with the taxonomic groups of

plants and with the shapes of leaves. Leaves of monocotyledons (Fig. 4.5) usually

have approximately parallel primary (first-order) veins, which is consistent with the

highly elongated leaf shape and wide leaf base. Dicotyledons with simple entire leaves

often have pinnate venation, characterized by a single primary vein (the midvein)

that originates at the base and extends towards the leaf tip (Fig. 4.4). Dicotyledons

with digitate leaves typically have actinodromous venation, in which three or more

primary veins diverge radially from a single point (Fig. 4.6). Primary veins support
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Figure 4.4: Examples of venation patterns obtained from dicotyledons. On the left
is a closed pattern, and an open pattern is shown on the right

sequences of secondary (lateral) veins, which may branch further into higher-order

veins. The secondary veins and their descendants may be free-ending, which produces

an open, tree-like venation pattern, or they may connect (anastomose), forming

loops characteristic of a closed pattern. Tertiary and higher-order veins usually

link the secondaries, forming a ladder-like (percurrent) or netlike (reticulate) pattern

(Fig. 4.3, 4.7).

4.1.4 Mechanism of vein pattern development

The most widely accepted theory of vein pattern formation is the canalization hy-

pothesis, proposed by Sachs [145]. According to this hypothesis, vein patterning is

initiated by a signal that propagates in the leaf blade, and converges on future veins.
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Figure 4.5: Examples of venation pattern in monocotyledons

Figure 4.6: Example of a venation pattern with actinodromous venation
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Figure 4.7: Examples of tertiary and higher-order veins. (Left) High-order reticulate
network with free-ending veins. (Right) Ladder-like percurrent tertiary veins.

At least part of this signal is the plant hormone auxin [153, 146]. Auxin is thought

to originate in the leaf blade and flow toward existing veins, which transport it to

the leaf base. During this flow, auxin is canalized into narrow paths, in a manner

analogous to water carving riverbeds in soft terrain [146]. These paths will differ-

entiate into new vein segments. Experimental evidence suggests that auxin sources

may be discrete [2].

Sachs’ analogy between vascular pattering and canalization implies that the tissue

of the leaf can respond to and enhance auxin flux anisotropically. This hypothesis is

supported by the expression of the protein PIN1 observed in developing leaves, which

is expressed in larger regions that are eventually refined to vascular precursors [150].

Additionally, PIN1 is localized non-uniformly on cell walls and is thought to export

auxin from the cell, thus indicating the direction of auxin transport in the leaf [150].

The canalization hypothesis is supported by increasing amounts of molecular data,
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but work is hindered by the difficultly of measuring auxin concentration directly [10].

Additionally, the details of vascular patterning are still not well understood from

either a biological [27] or modeling [140] standpoint, and are further obfuscated by

the complex and apparently contradictory roles that auxin and PIN1 play in other

patterning processes in plants [10].

4.1.5 Models of vein pattern development

The first computational model of venation patterns was a four-substance reaction-

diffusion model proposed by Meinhardt [100]. This model postulates that auxin is

produced everywhere in the leaf blade and diffuses towards veins, which remove it

from the system. The resulting gradient of auxin concentration directs differentia-

tion of new veins towards regions where vein density is low. This model generates

branching networks with occasional anastomoses, but these networks are not visually

similar to real venation patterns.

The canalization hypothesis was the basis of a computational model developed

by Mitchison [105]. Mitchison assumed that the transport depend on the flux itself.

The resulting feedback loop between transport characteristics and flux leads to the

formation of high-flux canals between sources of auxin and sinks (the existing veins)

distributed throughout the leaf blade; these high-flux canals become new veins. This

model is particularly attractive due to its consistency with the putative molecular

mechanisms of active auxin transport [139]. As a result, there has been significant

work extending Mitchison’s model to examine the range of phenomena it can repro-

duce [140], the relation between PIN1 and auxin [38], the establishment of loops [37],

and the impact of marginal growth and differentiation on pattern formation [41]. A
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related model, which modeled the formation of higher order veins, was proposed by

Dimitrov et al. [29]. This model forms veins by following the auxin gradient towards

a maximum.

Somewhat troublesome is the apparent contradiction between the dynamics of

auxin transport as proposed by Mitchison and those observed by Reinhardt et al [132]

in phyllotactic patterning, where PIN1 is thought to respond to auxin concentration

and transport it up the gradient (as opposed to with the flux). Simulating the

dynamics proposed by Reinhardt in a growing cellular space is sufficient to recreate

the positioning of primordia as observed in the shoot apex of a plant [158, 71]. Merks

et al. attempted to reconcile this inconsistency by modifying the dynamics of auxin

transport proposed by Jonsson et al. [71] and Smith et al. [158] to operate in the

leaf blade [103]. Their model recreates the formation of a midvein by creating an

auxin maximum that travels as a wave from the tip to the base of the leaf leaving a

polarized file of cells in its wake.

In contrast to Mitchison’s and Merks et al.’s models, which simulate the transport

processes leading to vein formation, the model of angiogenesis (vasculature forma-

tion) proposed by Gottlieb [49] directly simulates the outcome of these processes:

the insertion of new veins. In Gottlieb’s model the venation pattern is embedded

in a growing medium. Growth increases the distance between the existing veins,

allowing new sources of an auxin-like signal to be inserted in the resulting spaces.

New veins form by connecting these sources to the closest older veins, or — in the

case of anastomoses — to all veins within some distance range. The expression of the

algorithm in geometric terms allowed Gottlieb to generate complex patterns, approx-

imating diverse vascular systems in animals and plants. Nevertheless, the realism
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of these patterns is limited by several simplifying assumptions. Positions of sources

are constrained to the grid, which results in a visible regularity in the layout of vein

endings. Veins grow only to a single source and reach them in a single step making

all vein segments straight. Growth is simulated by doubling the (linear) grid size

in every simulation step, which precludes continuous simulation of growth. As vein

segments are straight, and segments double in length in each growth step, artificial-

looking long straight lines are produced running through the pattern. Unnatural

sharp angles may form between anastomosing veins.

Leaf growth also plays an essential role in the biomechanical model of vein pat-

tern formation proposed by Couder et al. [24]. This model exploited a hypothetical

analogy between vein pattern formation and fracture propagation in a stretched ma-

terial. Although the authors used physical experiments to test their model, the same

analogy could underlie computer simulations, for example based on the fracture-

simulation software described in [35].

Rodkaew et al.[137] proposed an algorithm specifically for the purpose of gener-

ating vein patterns for the synthesis of realistic leaf images. Their algorithm begins

with a set of particles distributed over the leaf blade. These particles move towards

a sink placed at the base of the leaf; in their motion they are attracted towards each

other and merge if a threshold distance between particles has been reached. The ve-

nation pattern is formed by the particle trajectories. Some of the generated patterns

suggest the appearance of primary and secondary veins in leaves with open vena-

tion. However, the conceptual framework and the resulting generating procedure

have not been related to the current biological understanding of vein morphogene-

sis. Consequently, it is difficult to improve the results by incorporating biological
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Figure 4.8: Hypothetical causal relations underlying vein pattern development.

knowledge.

4.2 Generation of open venation patterns

We assume that leaf venation patterns develop in a feedback process, coupled with

leaf growth, in which discrete auxin sources direct the development of veins, and the

veins reciprocally affect the placement of sources (Figure 4.8). Specifically, auxin

sources are assumed only to appear far from the existing veins and other sources.

Although different parts of this process have been described in the biological litera-

ture and included in previous models, the only explicit reference to the feedback loop

between source placement and vein development was made by Gottlieb [49]. Like

Gottlieb’s model, the model presented here is expressed in geometric terms and uses

proximity criteria to determine new vein locations. However, the algorithm operates

in continuous space, and does not rely on the simplifying assumptions introduced by

Gottlieb. As a result, the venation patterns generated and presented here are very

different from those created using previous methods.

Another key inspiration for this work is the model of vascular patterning proposed
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by Mitchison [105]. Although Mitchison’s model operates at the scale of individual

veins, it offers valuable insights for constructing models of whole patterns. This

model was reimplemented and the experiment shown in Figure 4.9 demonstrates

that it tends to create a canal between a source and the vein node that is closest

to it. These observation relate directly to Gottlieb’s model, which in turn is the

cornerstone of our model.

Below, the version of the algorithm that generates open venation patterns is

described. The modifications that extend it to closed patterns are presented in

Section 4.3.

4.2.1 Preliminaries

Input to the algorithm consists of: (1) the initial state (the initial shape of the leaf

and the placement of the “seed” vein node or nodes), (2) functions and/or parameters

characterizing leaf growth, and (3) parameters characterizing the interplay between

the auxin sources and vein development.

The algorithm and data structures used to model open patterns are the same

as those described previously for trees (Section 3.1.2), but additional parameters

incorporating the impact of growth and affecting the placement of sources are used

as well. In the context of vein patterning a slightly different terminology is used.

Auxin sources are represented by a set S of attraction points s embedded in the leaf

blade. As such, attraction points are referred to as sources and tree nodes become

vein nodes. Additionally, the graph G containing the structure of the vein pattern

is now called the venation graph.
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Figure 4.9: An experiment performed using Mithcison’s model with two sinks and
one source (courtesy of Anne-Gaëlle Rolland-Lagan). a) Explanation of the symbolic
representation: The shade of blue in a cell indicates the concentration of auxin, with
dark blue indicating high concentrations. The width of arrows denotes the flux
between two cells, and the black lines on the edge of the cell indicates the polarity of
the cell. b) The initial state of the model with two sinks, circled in green. c) When
a source, circled in red, is added closer to the left sink than the right sink, a strand
forms to the left sink. d) The process shown in (c) is repeated with the source placed
closer to the sink at the right hand side. This time the strand connects to the sink
on the right. Taken together these simulations show that when a source is added it
tends to form a strand connecting it to the closest sink.
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4.2.2 The initial state of the model

The initial leaf shape is specified interactively by the user, as a parametric curve that

defines the leaf contour. In the case of toothed leaves, protrusions are introduced

algorithmically, by summing triangular waveforms of different amplitudes and fre-

quencies. The initial venation graph usually has a single vein node, which coincides

with the attachment point of the blade to the petiole. In the case of leaves with

parallel venation, the initial graph includes several isolated nodes, positioned along

the leaf base. In all cases, positions of the initial points are specified by the user.

4.2.3 The simulation loop

Our algorithm consists of simulating within an iterative loop the three processes

shown in Figure 4.8: leaf blade growth, the placement of auxin sources, and the

addition of new vein nodes. We assume that the pattern of veins and auxin sources

in the leaf blade does not affect leaf growth. This is a simplifying assumption that

allows growth to be modeled using a purely descriptive approach.

Leaf-blade growth. Given the initial leaf shape at time t0 and the growth

description, the leaf-growth model must be able to determine leaf shape at any time

t1 > t0 and, for any material point p embedded in the leaf blade at time t1 ≥ t0,

to find the position of that point at any time t2 > t1. Two methods to model leaf

growth are outlined here, which allow the development of patterns to be simulated.

However, this chapter focuses on producing realistic final patterns. The problem of

precisely matching the sequence in which veins and sources emerge is addressed in

Chapter 5, where non-uniform anisotropic growth is considered.

Marginal growth is modeled by scaling the leaf edge with respect to the attach-
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ment point of the leaf to the petiole, without modifying the position of sources

or vein nodes. We assume that the scaling factor σ is a linear function of time,

σt+∆t = σt + ∆σ, where ∆σ ≥ 0 is a constant describing the increase of margin size

per simulation step. This model is not applicable to dissected leaves, since in this

case the scaling of the edge may gradually erode parts of the leaf blade.

Uniform growth (isogonic) can be regarded as a scaling of the entire leaf, including

veins and auxin sources that exist at time t, using the same formula as above,

σt+∆t = σt + ∆σ. For computational efficiency, instead of scaling up the leaf, we

scale down the unit distance λ used while inserting and removing auxin sources:

λt = λ0 · σ0/σt.

Auxin source placement. Auxin sources are assumed to emerge at locations

farther than a threshold birth distance bs from the set of all other sources, and farther

than a threshold birth distance bv from the set of all vein nodes. These points are

computed using the dart-throwing algorithm [23, 104]. This algorithm consists of

repeatedly generating points distributed at random (with a uniform distribution)

within a given domain, then testing each new point s′ against all points already in

the set. A point is accepted as a new member of the set if it is sufficiently far from

other points. In this application of the SCA, it is necessary to “throw darts” at every

iteration of the algorithm. The number of darts per step per unit area of the leaf,

denoted ρ, controls the regularity of the venation pattern (Section 4.5).

In practise, computation of the set of auxin sources depends on the assumed

leaf-growth kinetics. For uniform growth, the initial set is usually empty, and new

sources are added using dart throwing after each growth step, whereas for marginal

growth, new sources appear only on the margin. In this case, we precompute the set
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of sources in a square that embeds the maximum leaf size, and include new sources

as they appear within the expanding leaf contour.

Sources continue to exist until they are removed due to the proximity of veins

that grow towards them. In the case of open venation patterns, a source s is removed

when at least one vein node v is closer to s than the kill distance dk.

Other than the exceptions noted above, the description of the SCA algorithm

given in the previous chapter applies. Differences between the operation of the

algorithm in the context of tree and leaf modeling are highlighted in the following

example.

4.2.4 Example

The execution of the algorithm for generating open venation patterns is illustrated

in Figure 4.10. We begin following it at the stage when the vein system consists of

three nodes (black disks with white centres) and there are four auxin sources (red

disks) (a). Initially, the open algorithm proceeds as was described for trees in §3.1.3,

with steps (a-g) corresponding to (a-g) in Figure.3.5. The only exception involves

the bias vector used for trees, which is not considered in the context of leaf venation.

For completeness we repeat the description of steps (a-g) here. First, each source

is associated with the vein node that is closest to it (b, red lines); this establishes

the set of sources that influences each node. The normalized vectors from each vein

node to each source that influences it are then found (c, black arrows). These vectors

are added and their sum normalized again (d, violet arrows), providing the basis for

locating new vein nodes (d, violet circles). The new nodes are incorporated into the

venation, in this case extending the midvein and initiating a lateral secondary vein
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(e). The neighbourhoods of sources (red circles) are now tested for the inclusion

of (the centers of) vein nodes (f). The neighborhoods of the two leftmost sources

have been penetrated by the veins, as indicated by the bolder representation of the

corresponding circles. The affected sources are removed from the set of sources (g).

Unlike when trees are modeled, growth and the addition of subsequent sources

play important roles. This causes the examples to diverge when the leaf grows (h).

In this example we have assumed marginal growth, so the existing sources and vein

nodes are not moved. The candidate new sources are now placed randomly within the

expanded blade (i). Their neighbourhoods, indicated by dashed circles, are checked

for the inclusion of (the centres of) previously placed vein nodes and sources. The

only candidate source with an empty neighbourhood is incorporated into the set of

sources (j) and the vein nodes closest to these sources are identified (k). This is the

beginning of the next iteration of the algorithm execution, with stages (j) and (k)

corresponding to the stages (a) and (b) from the previous iteration.

4.2.5 Calculation of vein width

The final component of the algorithm is the calculation of vein width. Width is

calculated using Murray’s law [107] and employs Equation 3.5 as described in Section

3.2.3. Although the general applicability of Murray’s law to leaf venation is a matter

of discussion, it has been supported by tests on sunflower leaves [141]. Calculation

of vein width begins with the veinlets, assumed to have the minimum width, and

proceeds towards the base of the leaf. In models that do not include a detailed pattern

of tertiary veins, we additionally increase the width of primary and secondary veins

at each node, to approximate the influence of veinlets that are not modeled explicitly.
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Figure 4.10: Illustration of the algorithm for generating open venation patterns. A
detailed description is provided in the text
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Figure 4.11: Illustration of the notion of relative neighbourhood.

4.3 Generation of closed venation patterns

In order to generate closed venation patterns, the previous algorithm is modified so

that more than one vein may grow toward the same source. Hypothetically, such

situations occur in nature when several veins are close to the same source, yet are

relatively far from each other. We formalize this concept using the notion of relative

neighbourhood [163, 67, 114]. Given a point set A, point v ∈ A is a relative neighbour

of a point s ∈ A if and only if for any point u ∈ A − {v} that is closer to s than

is v, v is closer to s than to u. Mathematically, point v belongs to the relative

neighbourhood of s, denoted V (s), if and only if

(∀u ∈ A − {v})‖v − s‖ < max {‖u − s‖, ‖v − u‖} . (4.1)

This definition is illustrated in Figure 4.11. Points v, a and b are relative neighbours

of s, with the relevant distances shown by lines; points c, d, and e are not. Shaded

areas illustrate the influence of point v on the relative neighbourhood of s. Area 1

(green) is the locus of points that are closer to s than is v; this area must be empty
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a b c

d e

f g

Figure 4.12: Comparison of the relative neighbourhood to the structure of highest
order venation (sub-figure c,e and g), taken from Pray [120]. a) Existing veins
bounding region seen in black, and the proposed auxin source represented as a red
circle. b) Interior structure suggested by the relative neighbourhood. The same
experiment is repeated with different boundary curves in sub-figure d and f.
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in order for v to be a relative neighbour of s. Area 2 (pink) is the locus of points that

are closer to v than to s, and therefore are excluded from V (s) by v. The following

illustration, Figure 4.12, compares structures created with the notion of the relative

neighbourhood to those of actual vein patterns as observed by Pray [120], assuming

a single source.

In general, the set S(v) of sources that influence vein node v consists of all sources

s such that v is a relative neighbour of s in the set As = V ∪ {s}:

S(v) = {s ∈ S|v ∈ V (s)}. (4.2)

Directions of vein development are calculated from S(v) as in the case of open vena-

tion patterns and trees (Equation 3.1).

Veins growing towards the same source are unlikely to reach it at the same time.

Thus, to create anastomoses, the source must remain active until it is reached by

all veins that are growing towards it. We achieve this by modifying the criterion

for source removal. When a vein node v is placed within the kill distance dk of the

source s, this source is not immediately removed; instead, the set V (s) of all nodes

influenced by s is tagged. In subsequent simulation steps, these tags are passed by

vein nodes to their descendants. The source s is removed when all tagged veins have

either reached it or left its zone of influence.

The final modification concerns the calculation of vein width. In our implemen-

tation, we assume that all child veins entering a vein node contribute equally to the

width of the parent nodes.
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4.4 Implementation of the algorithms

The proposed algorithms involve repeated tests of proximity amongst potentially

large sets of points: hundreds of auxin sources against thousands of vein nodes. As

before, execution times can be improved with space subdivision techniques, such as

grids [9] or Voronoi diagrams [121, 114]. The implementation employed uses Voronoi

diagrams, which are particularly useful in the creation of closed patterns. The time

complexity of a single iteration of the open and closed algorithms, with and without

Voronoi diagrams, is discussed below.

The open and closed algorithms were implemented using the vv programming en-

vironment [155]. Computations related to Voronoi diagrams and Delaunay triangula-

tions (the dual of the Voronoi diagram) were preformed using the GNU Triangulated

Surface library [119].

4.4.1 Time complexity of the algorithm for open patterns

Let c be the number of candidate auxin sources to be inserted, k be the number of

existing sources, and n be the number of vein nodes. The straightforward algorithm

for inserting new auxin sources tests whether a candidate source is farther than the

birth distances bs and bv from any other source or vein node, respectively. Assuming

that the number of new sources is small compared to k +n, this requires O(c(k+n))

distance calculations per iteration step. The algorithm for vein development finds,

for every source s, the closest vein node v and thus requires O(kn) calculations. The

algorithm for source removal does not require additional distance calculations, since

a source can be removed as soon as it is found to be closer to the nearest vein than
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the kill distance, kd.

To improve the running time, separate Voronoi diagrams are used containing the

set S of auxin sources and the set V of vein nodes, respectively. These diagrams can

be constructed “from scratch” each simulation step in O(n log n + k log k) time in

two dimensions [114]. Updating the diagrams incrementally from one iteration step

to the next improves on this time [114]. Given the Voronoi diagrams, a candidate

auxin source is accepted if it is farther than bs from the nearest vertex of the set

S, and farther than bv from the nearest vertex of the set V . The calculation of the

nearest neighbour in the Voronoi diagram takes logarithmic time [121], thus, for c

candidate auxin sources, the insertion tests take O(c(logn+log k)) time. The search

for the vein nodes that are nearest to k sources require O(k log n) time. As in the

straightforward approach, removal of sources does not involve additional calculations.

4.4.2 Time complexity of the algorithm for closed patterns

The critical component of the algorithm for closed patterns is the computation of

relative neighbourhoods of the sources. A straightforward algorithm for computing

the relative neighbourhood V (s) of a source s is based directly on Equation 4.1. We

suppose that V (s) = V , then consider every node u ∈ V and eliminate from V (s)

every node v that is excluded from the neighbourhood of s by u. The remaining

set V (s) is the output of the algorithm. Unfortunately, the time needed to find the

relative neighbourhood of a single source using this algorithm is O(n2); for k sources

it is O(kn2).

A significant speedup is possible due to two computational geometry theorems:

The relative neighbourhood graph is a subset of the Delaunay triangulation (the
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dual of the Voronoi diagram) [163], and the average degree of a vertex in a Delaunay

triangulation is 6 [114]. From the first theorem, it follows that the search for the

relative neighbourhood V (s) of s can be limited to testing every node v adjacent to

s in the Delaunay graph of As = V ∪ {s} (i.e., the Delaunay neighbourhood of s)

against all points u in the set As. Points v that pass the criterion of Equation 4.1

form the relative neighbourhood. Since the average number of Delaunay neighbours

is constant, this approach reduces the average time complexity of finding the relative

neighbourhood of s to O(n); thus, finding the relative neighbourhood of every source

can be performed in average time O(kn).

The above analysis is true assuming that the Voronoi diagram, and thus the

Delaunay graph, is given for each set As = V ∪ {s}. In practise, we maintain the

Voronoi diagram of the set of vein nodes V as in the algorithm for open venation

patterns, and compute the Voronoi diagram for set As by inserting node s [14, 173].

The worst-case time for this operation is O(n), which amounts to O(kn) for k sources.

A significant further acceleration is possible if the computation of relative neigh-

bourhoods is approximated using Urquhart’s [169] algorithm. Instead of testing

points in the Delaunay neighbourhood of s against all points in As, Urquhart’s algo-

rithm tests only these neighbourhood points against each other. Given the limited

average degree of a vertex in a Delaunay graph, this test can be performed in con-

stant average time. Despite being an approximation (Figure 4.13), the Urquhart

neighbourhood serves as well as the relative neighbourhood in selected computa-

tional morphology applications [3]. In our model, using the Urquhart approximation

also gives qualitatively similar results to those obtained with the actual relative

neighbourhoods, while drastically reducing the simulation time (Section 4.5).
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s

v

a

b

Figure 4.13: The Urquhart neighbourhood is only an approximation: a excludes v
from the relative neighbourhood of s, although a is not in the Delaunay neighbour-
hood of s.

4.5 Results

In order to acquire an intuitive appreciation for the generated patterns, the parameter

space of the algorithms was explored by varying one parameter while keeping other

parameters constant. Two examples of this exploration are shown in Figure 4.14.

Figures 4.14a–e show the impact of the kill distance dk. As its value decreases, the

density of the venation pattern increases, higher-order veins emerge, and eventually

anastomose. Figures 4.14f–h illustrate the role of the number of auxin sources that

the dart-throwing algorithm attempts to insert per iteration step. As one would

expect, higher values of this parameter result in a denser and more regular distri-

bution of the sources; the venation systems generated have smoother primary and

secondary veins, and more uniform tertiary veins.

Although more difficult to quantify, the shape and growth of a leaf also have an

essential impact on the resulting patterns. For example, Figure 4.14i was generated

using similar parameters to Figure 4.14b, except that the leaf grew slowly. As a
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Figure 4.14: Parameter space exploration of venation patterns generated by the
algorithms. (a)–(e) The impact of the kill distance on venation patterns. From
left to right, the kill distance is 40, 20, 10, 5, and 1. (f)–(h) The impact of the
number of sources inserted per step (parameter ρ from Section 4.2.3). From left to
right: 0.00006, 0.0003 and 0.006 insertions per unit leaf area per step. (i) A venation
pattern generated in a leaf with slow marginal growth.
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Figure 4.15: A photograph (left) and a rendered model of venation of a Ginkgo biloba
leaf (right).

result, all vein tips closely followed the leaf margin, with the sources distributed

along different sections of the margin affecting individual veins. Similar parameters

underlie the model of a Ginkgo biloba leaf shown in Figure 4.15. In this case the

rounded, tangentially expanding leaf margin prompted bifurcation of veins when the

distance between their tips became too large.

The leaves of lady’s mantle (Alchemilla mollis, Figure 4.16) and sweetgum (Liq-

uidambar styraciflua, Figure 4.17) were modeled using relatively faster growth rates,

lower values of kill distance (corresponding to Figure 4.14c), and a large number of

inserted sources. These are examples of actinodromous patterns, with veins adapting

to the rounded or digitate leaf blades. A comparison of generated images to pho-

tographs suggests that while the overall patterns of veins are reproduced faithfully

there is a discrepancy between the width of veins simulated using the pipe model

and those observed in reality.

Ginkgo, lady’s mantle, sweetgum, and Nankin cherry (Prunus tomentosa) (Fig-
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Figure 4.16: A photograph (left) and a rendered model of the venation of a lady’s
mantle (Alchemilla mollis) (right).

Figure 4.17: A model of a sweetgum (Liguidambar styraciflua) leaf.
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ure 4.18) leaves were modeled using open venation patterns. In contrast, the venation

of the toothed leaf shown in Figure 4.19a was generated with anastomoses. The kill

distance was low, consistent with Figure 4.14e. An intermediate number of sources

was inserted each step, as in Figure 4.14g, in order to produce relatively smooth pri-

mary and secondary venation, and irregular reticulate venation. Additionally, veins

extend into the lobe at the base of the leaf. A similar set of parameters, but for

a different leaf shape, was used to generate the venation pattern in the entire leaf

shown in Figure 4.19b. This pattern includes sequences of tertiary veins growing

towards the margin in the basal part of the leaf. Such sequences are found in many

dicotyledonous leaves.

Figure 4.14h indicated that high density of inserted sources combined with marginal

leaf growth produces smooth primary venation and ladder-like tertiary venation.

Patterns sharing these features may significantly depend on the leaf shape and the

initial conditions of the simulation. This is illustrated in Figure 4.20, in which an

orchid tree (Bauhinia sp.) leaf with a hierarchically organized system of primary and

secondary veins, and a grass leaf with parallel veins, were generated using similar

parameter values. In the grass leaf model, a row of initial vein nodes was located

at the leaf base, instead of the usual single node. In addition, the birth distance for

placing new sources was tuned to match the distance between veins. An application

of this pattern as a texture is illustrated in Figure 4.22.

All the venation models presented so far were generated assuming marginal

growth of the leaf blade. In contrast, the pattern shown in Figure 4.21 was generated

using isogonic growth. This produces a fine reticulate pattern in the tertiary vena-

tion, in contrast to the percurrent patterns in Figure 4.20. An even finer reticulation
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Figure 4.18: A Nankin cherry (Prunus tomentosa) bough.
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Figure 4.19: Patterns illustrating several emergent properties of the algorithms.
Left: A toothed leaf with a lobe. Right: Emergence of sequences of tertiary veins off
the bottom secondary veins.
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Figure 4.20: An orchid tree (Bauhinia sp.) leaf and a segment of a grass leaf. The
difference in venation patterns is due primarily to different leaf shapes.

is present in the poplar (Populus sp.) leaf models shown in Figure 4.23. In addition

to providing another example of patterns generated with isogonic leaf growth, these

models illustrate the difference between patterns generated using correctly calculated

relative neighbourhoods and their Urquhart approximation. Although the layout of

secondary veins differs, both patterns are similar in their general character.

In order to test the potential of the generated patterns in realistic image synthe-

sis, we have included some of them as textures in plant models. The results, obtained

using the renderer Dali [69], are shown in Figures 4.18, 4.22, 4.24, and 4.25. Addi-

tional detail on the process of importing and rendering the generated textures into

a rendering system such as Dali are presented in the thesis of Martin Fuhrer ( [40],

Chapters 6-7, Appendix A), who was instrumental in creating these images. Finally,

the proposed method is quite controllable, as can be seen from the vascular patterns

produced for the unrealistic leaf blades in Figure 4.26.
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Figure 4.21: A reticulate venation pattern emerging in an isogonically growing leaf.

Parameters used to generate the presented leaf patterns are collected in Table 4.1.

4.6 Conclusions

An algorithm for synthesizing leaf venation patterns has been proposed using the

SCA. The algorithm is based on the biologically plausible hypothesis that venation

results from an interplay between leaf growth, placement of auxin sources, and the

development of veins (which has been subsequently explored and corroborated by

Fujita and Mochizuki [41]). Our results suggest that the apparent complexity of

leaf venation may emerge from the iteration of a simple elemental mechanism. An

effective implementation of this algorithm represents an unexpected application of

computational geometry to a biological problem.

By representing the process at a geometric level vascular patterns can be repro-

duced without relying on molecular data that are still incomplete. Furthermore, the

proposed model is robust under a number of interpretations. For example, although
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Figure 4.22: Grass leaves with venation patterns from Figure 4.20.
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Figure 4.23: Two models of reticulate patterns of poplar leaves, compared to a photo-
graph of a real leaf. The upper pattern was generated using relative neighbourhoods
in two hours; the lower pattern was generated using the Urquhart approximation in
two minutes.
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Figure 4.24: A simulation model of a poplar branch (branching architecture has
been modeled using l-systems). The leaves have textures generated using the same
parameters as those in Figure 4.23. The outlined area is shown magnified in the
inset.
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Figure 4.25: A model of Trillium sp. flower. Venation patterns are not limited to
leaves, but also include flower petals.



106

Figure 4.26: Letters with procedurally generated vein patterns.

there is some evidence that auxin sources may be discrete [2], this is not known

with certainty. Yet, whether the auxin sources in the model represent point sources,

auxin maximas, or even the discretization of a continuous concentration field, the

geometric model remains valid.

In addition to offering biological insights, the resulting patterns are applicable to

texture synthesis. In the examples, we employed classical methods of texture and

bump mapping, but the availability of a leaf venation model opens the door for more

advanced techniques, such as the incorporation of veins into a detailed geometric

model of the leaf [12], detailed simulation of light propagation in a leaf [54, 6, 31],

and the use of fast-rendering methods specialized for leaves [172].
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Chapter 5

Modeling leaf venation patterns II: Accounting for

areoles and non-uniform growth

Venation patterns have a hierarchical appearance, manifested in the different orders

of veins that can be identified visually. This hierarchy is reflected in vein develop-

ment, as major loops and higher order veins form by a reiterative process driven

by leaf growth [150, 149]. Many developmental events appear quite predictably, and

some data concerning the growth of the leaf during this process are available [150, 30].

These observations coincide with the hypothetical causal relations underlying the

model outlined in the previous chapter (Figure 4.8). Unfortunately, although growth

and development were considered, it was difficult to match precisely the sequence

in which veins and sources emerge using these techniques. Additionally, the blindly

terminating veins seen in otherwise closed patterns (areoles) were not reproduced

(Figure 4.7).

In this chapter we improve on the results from Chapter 4 by simulating leaf

development and embedding vein nodes and sources in a growing leaf blade with

a flexibly defined growth pattern. Two techniques for specifying anisotropic non-

uniform growth are introduced, allowing for a wider range of growth patterns to

be described, compared to those described in the previous chapter. New veins and

auxin sources are introduced as space becomes available using an adaptation of

the algorithm for closed vein pattern formation (introduced in Section 4.3). The

108
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shapes of the veins adapt dynamically to the growing leaf blade, creating space for

additional veins to form. These modifications simulate the reiterative process of

vein pattern formation, as proposed by Scarpella et al. [150]. Blindly terminating

veins are introduced by simulating an event which interrupts the process of forming

closed loops, which may correspond to the differentiation of mesophyll (non-vascular

tissues) in actual leaves [149].

As a case study for the model proposed in this chapter, the sequence of devel-

opmental events observed in Arabidopsis thaliana leaves is recreated. Specifically,

the placement of auxin sources on the leaf margin and the emergence of loops and

higher-order veins are reproduced.

5.1 Leaf growth and vascular development

The protein PIN1 is currently thought to provide the earliest indication of vascular

patterning in the leaf [150]. This protein is localized non-uniformly on cell mem-

branes, thus providing a polarity for each cell. During vascular patterning the files

of cells that will give rise to veins take on a consistent polarity. These polarized files of

cells are thought to correspond to the canals of Sachs’ canalization hypothesis [148].

The localization of PIN1 proteins in developing Arabidopsis leaves was observed

in great detail by Scarpella et al. [150]. These observations provide a sequence of

developmental events that we used as a reference for simulations. The main results

of Scarpella et al. are described below, focusing on the first leaf in the rosette of

Arabidopsis thaliana (diagrams and details supporting the text are given in Figure

5.1).
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Each leaf is initiated at a point of high auxin concentration on the apex of the

plant (a). The PIN1 proteins in surrounding tissues polarize towards this point.

Given that PIN1 proteins act as efflux carriers, the auxin peak may be created by

collecting auxin from surrounding tissues, and is thus called a convergence point. As

the leaf grows, the tissue surrounding the convergence point bulges outward, growing

away from the meristem. Auxin from the convergence point at the tip of the leaf flows

into subepidermal layers of the meristem, leading to the formation of the midvein

(b).

As growth continues, a second set of convergence points gradually emerge on the

margin of the leaf, preceding the formation of the lower half of the first loops in the

leaf (c). The upper half of the loop is patterned soon afterwards (d). Additional

convergence points appear sequentially near the base of the leaf as it grows, preceding

the formation of additional loops (e,f). Each of these additional loops connects to

the midvein as well as to the older, more distal loop. The first leaf usually has three

loops, but later leaves may have several additional loops.

After a loop has formed, higher-order veins develop inside the region enclosed by

that loop. These veins appear and are elaborated upon as the loop expands, dividing

the area bounded by the loop into smaller domains. In some leaves, veins of increasing

orders may emerge, resulting in further subdivisions of the domains. Following some

event, which appears to be correlated with the cessation of growth and mesophyll

differentiation, developing veins stop subdividing the regions containing them, and

instead create open structures with the highest-order veins terminating blindly [149].

Using the vein loops and convergence points as landmarks, growth during devel-

opment can be inferred. The developmental progression shown in Figure 5.1 suggests
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Figure 5.1: The sequence of developmental events observed in Arabidopsis thaliana
based on [150]. a)Convergence point at tip of incipient leaf appears (shown in red).
b)The midvein forms (shown in green). c)New convergence points appear on the
leaf margin approximately half-way between the tip and base of the leaf. Veins form
connected to the mid-vein and terminating at the margin (lower loop domains). d)A
second set of veins connected to the midvein appear (upper loop domains). e)As the
leaf grows, new convergence points appear on the margin, shortly afterwards new
loops form connected to the first loops and the midvein. f) A third set of convergence
points appear on the margin, preceding the formation of the third set of loops. The
first loops have expanded and tertiary veins have formed. g) The second and third
loops have expanded and tertiary veins have formed (placement of tertiaries is based
in part on the model interpretation proposed by Scarpella et al. (Figure 7 [150]))
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that initially growth is fairly uniform, but anisotropic with much greater longitudinal

expansion (a-d). Subsequently, growth appears to focus at the base of the leaf, where

the small loops formed in (f) and (g) later become larger than the older loops above

them. These observations are supported by the pattern of cell divisions observed in

Arabidopsis by Donnelly et al. [30]. Cell divisions are correlated with growth, thus

indicating where growth occurs in a tissue. Donnelly et al. observed that a gene

associated with cell divisions was initially expressed throughout the leaf. As the leaf

grew, a longitudinal gradient emerged with greatest expression at the base of the

leaf and in the petiole.

5.2 Generation of the developmental sequence of venation

patterns

The hypothetical causal relations between growth, vein development, and source

placement assumed in the previous chapter also underlie the extended algorithm

described in this chapter. Although similar in spirit, several details of the closed

model have been modified to approximate better the growth and development of

patterns over time.

At the beginning of a simulation, no sources are present and new sources are

added deterministically in the largest available space in the leaf blade (Section 5.2.2).

Veins extend toward sources based on the relative neighbourhood, but this process

is modified to reflect the hypothetical differentiation of veins (Section 5.2.3).

Leaf blades may exhibit non-uniform anisotropic growth, but the recreation of

such growth patterns was not addressed in the previous chapter and is considered in
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Section 5.2.1. Vein nodes and sources are now embedded in a growing leaf blade, and

their positions are modified by growth. Consequently, growth plays a more significant

role in pattern generation. In this context, maintaining a plausible geometry for

vein patterns as they deform becomes a problem and is addressed in Section 5.2.6.

Additionally, width is no longer calculated using the pipe model. Instead, the width

of each vein node v increases in proportion to the elongation of the vein segments

containing v.

5.2.1 Modeling growth

The dynamics of early leaf growth, when the first veins are determined, is not yet

well known and is an object of active studies (see [20, 138] for related work on petals,

and [82] for related work on the shoot apical meristem). Qualitatively leaf-growth is

non-uniform and anisotropic, and changes as the leaf develops [149, 150, 30]. Two

general approaches have been used previously to model leaf growth, and specific

implementations of both techniques are considered in this thesis.

The first approach is to specify a growth field, either explicitly or as a result of

a physically-based expansion model [138, 171]. These techniques specify expansion

locally, at each point in the leaf blade. The global form of the leaf emerges by

integrating the local expansion over time. The first implementation described in this

section focuses on a simple special case of this technique called the local-to-global

growth model.

The second approach is to specify the progression of leaf shape over time. Marginal

growth was first simulated in this way by Scholten and Lindenmayer [151]; and dif-

fuse growth has been described in terms of warping and morphing of graphical ob-
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Figure 5.2: Modeling a growing leaf using local-to-global growth. Leaf growth from
shape (a) to shape (b) is specified by two functions that control growth rates in the
horizontal (c) and vertical (d) direction according to the formulas RERGx = 1 + gx

and RERGy = 1 + gy, respectively. The arguments to both functions are the initial
vertical positions of the points within the growing leaf blade. The functions have
been specified using a graphical editor.

jects [125, 47]. The second implementation described in this section simulates diffuse

growth using key-frame interpolation between parameterized surfaces [156, 7].

Local-to-global growth model

Growth can be characterized by the growth tensor field [56], which specifies the

magnitude of the expansion of infinitesimal surface regions in various directions, and

may include a possible rotation of each region. The growth tensor is a generalization

of the relative elementary rate of growth (RERG), which is defined as the rate at

which an infinitesimal distance ∆s, measured in the direction of a line l at a point p

of a growing object, increases over time. This rate is normalized with respect to the

distance ∆s, yielding RERGl(p) = (1/∆s)(d∆s/dt) [56].

A limited version of this model was implemented, in which relative elementary

rates of growth in the horizontal and vertical direction are specified as user-defined

functions of the initial position of a point along the y axis (Figure 5.2).
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As described in Section 4.2.3, given the position of a material leaf point p at time

t1 ≥ t0, we need to find the position of p at time t2 > t1. We solve this problem

under the simplifying assumption that the relative elementary rates of growth in the

x and y directions depend only on y0, the y coordinate of p at the initial time t0.

By solving the equation dx/dt = x RERGx(y0), we find that a point with horizontal

coordinate x1 at time t1 will be displaced to x2 = x1[RERGx(y0)]
(t2−t1) at time t2.

In the vertical direction the RERG value is no longer constant; thus, we calculate

the vertical coordinate y1 at t1, given the coordinate y0 at t0, as the integral:

y1 =

∫ y0

0

[RERGy(y)]t1−t0dy. (5.1)

In order to answer the general question of calculating the y displacement between

times t1 and t2, we first solve Equation 5.1 for y0, given y1. For a material point

with the known position y1 at time t1 this solution describes the position y0 that this

point would have if it already existed at time t0. Knowing this, we use Equation 5.1

again to find y2, the y coordinate of the same material point at time t2. These

calculations are performed efficiently using a lookup table with precomputed values

of integral (5.1).

Key-frame interpolation of B-spline surfaces

To allow for additional flexibility in the specification of growth, leaf development

was also addressed using a technique that describes leaf development using a series

of surfaces, or key-frames, corresponding to different stages of growth. The key-

frames are interpolated over time to produce a growing surface. Each vein node and

source is embedded in the growing surface when it is introduced, and deformed with

the surface over time.
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The growth progression of a developing leaf is defined by a set of n parameterized

surfaces with associated time values:

S = {(Q1, t1), (Q2, t2), · · · , (Qn, tn)},

where Qi(u, v) : [0, 1] × [0, 1] → ℜ2 takes the parameters (u, v) to a position in the

plane, and ti < ti+1. At a given time t the corresponding leaf surface is Qt where:

Qt(u, v) =
ti+1 − t

ti+1 − ti
Qi(u, v) +

(

1 −
ti+1 − t

ti+1 − ti

)

Qi+1(u, v)

with i such that ti ≤ t ≤ ti+1. Thus, Qt linearly interpolates between the key-frames

placed at ti and ti+1. B-spline surfaces created using an interactive editor were used

for this purpose.

Each vein node and attraction point embedded in the growing surface has an

associated (u, v) value determined when it is generated. The 2D position of each

embedded node is determined at time t by evaluating Qt(u, v). This moves the point

with the leaf as is shown in Figure 5.3. All calculations, such as the placement of

additional vein nodes and auxin sources, use the 2D position of a point. This poses a

problem as, once created, a new point must be embedded in the growing leaf. Thus,

using the 2D position of the point the (u, v) parameter of its embedding in Qt must

be computed. Given a parametrized surface Q(u, v) and a point P , the problem

of finding the pre-image of P is called the point inversion problem. We solve this

problem by numerically minimizing the value of

EP (u, v) = ‖Q(u, v) − P‖. (5.2)

When EP (u, v) = 0 then (u, v) is the pre-image of P . In our implementation, this

equation is minimized with respect to (u, v) using a steepest descent search; which
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v

(u,v)

Figure 5.3: Modeling a growing leaf using B-spline surfaces.(Upper-Left) The u,v
parameter space with a single (u,v) point marked (Bottom-Left) The initial B-spline
surface with the complementary (u,v) point marked. (Right) The surface after a
period of growth.

requires a set of parameter values, an initial guess, from which to begin optimizing

Eq.5.2. The parameter values of the closest point already embedded in the surface

provide this estimate, which can be obtained using the Delaunay triangulation of

vein nodes and sources. Although more sophisticated methods exist [91, 64], this

approach suffices due to the availability of a good initial value.
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5.2.2 Source placement

To match the emergence of convergence points on the margin, sources are placed

deterministically. As before, it is assumed that a source will emerge in any space

large enough to support it, as determined by the birth distance bs. Sources are placed

at the beginning of each iteration by repeatedly placing a source at the centre of the

largest empty circle in the leaf blade (while the circle is large enough to support a

new source).

This operation is supported by a Delaunay triangulation containing sources and

vein nodes, and relies on two properties of the triangulation. Specifically, the cir-

cumscribed circle of any triangle in a Delaunay triangulation of a point set will not

contain any other point in this point set [114]. Moreover, the largest empty circle

in a bounded region of the plane is either a circumscribed circle or a point on the

boundary [164]. Consequently, the set of circumscribed circles of the Delaunay tri-

angulation, along with a set of sample points on the margin of the leaf, are used to

determine the largest empty space in the leaf blade.

Although the centre of the largest empty circle on the leaf margin could be calcu-

lated exactly, it is simpler to approximate the position of the centre by considering

a set of samples on the leaf margin as candidate sites for the circle’s centre. This set

is created when the simulation is initialized and updated when the distance between

samples grows too large. A circle is generated, centred on each sample point, with

radius equal to the distance to the closest point in the Delaunay triangulation. The

source is then placed at the centre of the largest circle, corresponding to either a point

on the margin or a circumscribed circle. After the source is placed, the Delaunay
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triangulation is updated.

5.2.3 Generation of the structure of areoles

Areoles are the smallest closed regions in the vascular patterns of leaves. In some

species of dicotyledons the veins within the areoles terminate blindly (fig.4.7). This

feature was not accounted for by the models proposed in the preceding chapter. Using

the areole algorithm, open structures in the areoles are introduced into otherwise

closed patterns by modifying the closed algorithm presented in Chapter 4.

A hypothetical progression of vascular differentiation underlies the areole algo-

rithm. This hypothesis is outlined here and elaborated upon in the following section.

When a source is placed, the location of polarized files of cells, pre-patterning veins, is

determined using the relative neighbourhood. The differentiation of the pre-pattern

into vasculature is inferred from the following observations. Second and higher order

veins are initiated at existing veins and extend progressively (a vein extends at the

tip) [75]. Additionally, veins differentiate continuously, that is to say that during

development the vascular network in the leaf connects all veins [75, 149]. As open

structures in the areoles arise progressively and must be connected to pre-existing

vasculature, a single vein must give rise to the tree contained in the areole. On this

basis we infer that files of cells polarized away from a source of auxin do not produce

veins simultaneously; instead, only one vein is formed and bifurcates along the re-

maining files of cells upon reaching the source. In contrast to the closed algorithm,

the model of areoles is consistent with this assumption. The details of this process

are demonstrated in the example provided in Section 5.2.5.
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Figure 5.4: Hypothetical sequence of vein development in a growing areole. Differ-
entiated vasculature is shown in black, pre-patterned vasculature is shown in green,
and auxin sources are shown in red. See the text for a detailed explanation

5.2.4 Hypothetical progression of differentiation

To explain the complexity of mature patterns we propose a hypothetical progression

of differentiation for the structures observed in the areoles of leaves. We assume

that mature patterns arise from the repeated patterning and differentiation of veins

according to this hypothesis, where the pattern of veins is elaborated upon as space

becomes available due to growth.

The hypothetical sequence of events giving rise to the structure in areoles is il-
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lustrated in Figure 5.4 and described as follows, beginning with an empty areole

(a). As the leaf grows, the area enclosed by the areole likewise increases, eventually

providing enough space for an auxin source to form (b). Canals connecting the new

source to existing vasculature then emerge (c). In reality, these canals consist of po-

larized files of cells, with high PIN1 expression. In accordance with the canalization

hypothesis, these canals transport auxin and are assumed to become further special-

ized in auxin transport, providing the pre-patterning for vascular differentiation. It

is assumed that only one strand begins to differentiate at this time, as other scenarios

tend to produce unrealistic open structures. The selection of a single strand could

be the result of competition between the pre-patterned strands for auxin, based on

the dynamics proposed by Sachs [144] and modeled by Mitchison [105]. Differentia-

tion progresses from the existing vasculature (d) into the areole. This is consistent

with the progressive differentiation of higher order veins observed in Arabidopsis

leaves [149, 75]. Here we assume that the vein extends towards the source (e). As

the vein approaches the source, it is assumed to drain the source of auxin. The source

then differentiates into vasculature and ceases to produce auxin (f). The polarized

canals induced by the now absent source are already committed to a vascular fate

and persist in the absence of auxin. Now, differentiation continues away from the

source along the remaining polarized canals (g). This process continues until a single

cell separates the developing veins from existing vasculature (h).

We suppose that the event leading to open structures in the areoles interrupts

the differentiation of the final cell in the developing vein, thus precluding the closure

of loops. The development of additional veins, however, is still possible, allowing

higher-order branching structures to form. This interpretation is based on our visual
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examination of the structures in the areoles of dicotyledon leaves, which may con-

tain open structures of several orders, with veins terminating very close to existing

vasculature.

In accordance with the preceding discussion, one of two scenarios plays out. If

the event leading to blindly terminating veins has occurred then the cell separating

the developing vein from existing vasculature does not differentiate, producing an

open structure (i). Otherwise, this cell differentiates (j), dividing the areole into

several smaller areoles. Additional growth leads to the emergence of sources in these

smaller areoles, initiating the development of additional vasculature (k).

5.2.5 Example

The execution of the areole algorithm is illustrated in Figure 5.5, which begins with

the formation of a closed areole (shown in green), which does not contain any vein

nodes or auxin sources (a). An auxin source (red disk) is placed at the centre of

the largest empty circle, corresponding to the centre of the areole (b). The vein

nodes in its relative neighbourhood are computed (c) and stored. As observed in the

previous chapter, the relative neighbourhood provides a geometric characterization

of the structure of highest-order venation (Fig.4.12). Here it is used to determine

the location of the polarized files of cells that pre-pattern vasculature (red lines).

Geometrically, the closest relative neighbour is assumed to win the competition to

differentiate. Consequently, the closest relative neighbour is selected by the source

and a vein node is placed in the direction of the source (d), initiating a new vein.

This ends the current iteration of the algorithm.

During subsequent iterations, the new vein extends towards the source until a
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Figure 5.5: Images from the modified model of vascular patterning in the leaf.
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vein node is placed within the kill distance of the source. The source is then re-

placed by a vein node (e). Following the removal of the source the vein node at

the source bifurcates and extends towards the remaining relative neighbours of the

source, stored when the source was added to the simulation (f). The resulting veins

continue to extend towards the relative neighbours until the distance separating an

extending vein from the relative neighbour is less than D, the basic unit of the model

(g).

One of two scenarios now plays out. If the event leading to blindly terminating

veins has occurred, then the extending vein is not connected to the relative neighbour.

Otherwise, the extending vein is connected to the relative neighbour by an edge in

the vein graph. The second scenario causes the areole to divide into several smaller

areoles (h). The time when this event occurs is a parameter of the model, and effects

all subsequent vein formation.

When the veins forming in the areoles are always allowed to reconnect, the re-

sulting final patterns are identical to those produced by the closed model of Chapter

4. The key difference between the closed and areole algorithm is the order in which

vein nodes are added to the pattern. With the areole algorithm, addition of a source

results in a single vein extending towards the source, which then bifurcates at the

source and reconnects.

5.2.6 Refining vein nodes

When patterns are grown without vein subdivision unnaturally angular loops are

produced. Compared to this, the veins in real leaves appear to form smooth curves.

This smooth appearance most likely results from elongation and division of vascular
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a b

Figure 5.6: Adaptive vein refinement. a)Three consecutive vein nodes. b)Two new
nodes are introduced, smoothing the curve and replacing the corner point. The
labelled yellow arrows indicate the contribution of the original points to the new
point Pn2.

cells, which tend to elongate in the direction of the vein and divide perpendicular to

this direction [34]. If each cell wall along the vein represents a joint where curvature is

concentrated, then each division may serve to diffuse the curvature locally, smoothing

the path of the vein.

We emulate this process geometrically by subdividing the segments between vein

nodes when their length exceeds a threshold. A generalized version of Chaikin’s

corner cutting method is employed to this end [16]. Classically, Chaikin’s method is

applied to all points in parallel, effectively doubling the number of points. As growth

can be quite non-uniform, this would quickly increase the number of vein-nodes to

an unmanageable number. Hence, here this method is applied adaptively at a single

point.

To describe this more formally, let P1 and P3 be the end points of an open polygon

and P2 be the interior vertex (Figure 5.6a). The line segments connecting the three

points are subdivided when the sum of ‖P1 − P2‖ and ‖P2 − P3‖ exceeds a user-

defined threshold, with P2 being replaced with two new points, Pn1 and Pn2 (Fig.

5.6b). The positions of these points are determined by cutting the corner created by
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the three original points according to

Pn1 = (1 − α)P1 + αP2 (5.3)

and

Pn2 = (1 − α)P3 + αP2. (5.4)

The constant α is a user-defined parameter chosen heuristically to produce better

visual results. In the experiments reported here we use values between 0.5 and 0.75.

The method proposed by Chaikin used α = 0.75 to obtain a smooth curve, but in the

context of leaf vein modeling where subdivision is applied adaptively, other values

can yield more realistic vein patterns.

The visual plausibility of patterns can also be improved by jittering positions of

Pn1 and Pn2 to introduce high frequency noise (which in reality may be due to the

cellular nature of the leaf).

5.3 Case study: The first leaf of Arabidopsis thaliana

The sequence of developmental events, and the final vein pattern of the first leaf

of Arabidopsis were simulated using the two growth techniques described in Section

5.2.1. It is important to note that, except for a single initial vein node, all vein nodes

and sources are placed algorithmically.

5.3.1 Development of patterns using the local-to-global growth model

When vasculature is patterned, leaf growth is non-uniform and anisotropic, with

leaf shape changing from narrow to almost circular. A corresponding model of leaf
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blade growth using local-to-global growth is shown in Figure 5.2, and the resulting

simulation of vein pattern development is presented in Figure 5.7. This progression

is described in the following text.

Initially, the leaf expands vertically from a small protrusion (a), with a single

vein node placed at the base of the leaf. As the leaf tip moves away from the initial

vein node a source emerges at the tip (b), initiating midvein formation (c). The

leaf continues to elongate, but now the distal half of the leaf also expands laterally,

leading to the placement of two sources on the margin (d), which generate the lower

half of the first loops (e). Additional growth leads to the simultaneous formation of

the upper half of the first loops, and a second pair of loops (f). The final image in the

progression shows the subsequent formation of a third loop near the base of the leaf,

and tertiary veins in the enlarged first and second loops (g). As growth continues,

the pattern is elaborated upon, creating veins of increasing order and eventually

blindly terminating veins in the areoles (Fig. 5.8).

The developmental progression generated using local-to-global growth recreates

most of the events observed by Scarpella et al. [150]. Unfortunately, there are several

problems with this progression which could not be resolved using this simple growth

model. Firstly, the upper half of the first pair of loops and the second pair of loops

form simultaneously. Additionally, when the second pair of loops forms they enclose

a larger area than the first loops, which should happen much later. Finally, the third

pair of loops are much smaller than the second loops when formed, as is observed

in Arabidopsis, but should enclose an area approximately the same size in the final

pattern (as in the wild-type patterns in Figure 2(A) of [160] and Figure 1(A) of

[19]).
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e f g

Figure 5.7: Developmental pattern simulated using the local-to-global growth model.
The sequence progresses from (a-g).

Using the local-to-global technique, the global form of the leaf emerges from the

local specification of expansion. As such, given the initial shape of the leaf the form

of the leaf at later time steps is difficult to predict. Additionally, in the simple

model used here, growth in the x direction is a function of y, which limits the range

of growth patterns the local-to-global growth model can produce.
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Figure 5.8: Final patterns produced by the local-to-global growth model. On the
left, a pattern produced using the local-to-global growth model. The event leading to
blindly terminating veins has not yet occurred. The image on the right shows a later
stage from the same simulation, following the event leading to blindly terminating
veins .
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Figure 5.9: Key frames representing the leaf at various developmental stages, pro-
gressing from youngest to oldest (a-f).

5.3.2 Development of patterns using key-frame surface interpolation

The progression of forms during development can be specified more easily by inter-

polating between different “key-frame” shapes, since these shapes, and not growth

rates, are directly observable in nature. We can think of this as global-to-local spec-

ification of growth, as in this case local growth rates are not given directly but can

be deduced from the progression of overall shapes. A model of leaf-blade growth

created using a sequence of B-spline surfaces is shown in Figure 5.9.
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Surfaces were constructed using the leaf shapes and descriptions reported in the

biological literature [149, 150, 30] as a reference and are shown approximately to

scale. Internal growth was interpreted by manually tracking landmarks, such as

veins and convergence points, throughout development.

The resulting simulation of vein pattern formation (Figures 5.10 and 5.11) cor-

rectly recreates the developmental events observed by Scarpella et al. [150], and

addresses the issues highlighted for the previous progression. The final pattern cor-

responds well with observed patterns, plausibly recreating the form of the three loops

and higher order veins (compared to the wild-type patterns in Figure 2(A) of [160]

and Figure 1(A) of [19]). Addition of sources as the leaf expands creates patterns

reminiscent of many mature dicotyledons, as can be seen in Figure 5.13 and with

blindly terminating veins in Figure 5.14.

The growth patterns created using the global-to-local growth model generate

the midvein, second order veins, and an emerging hierarchy of veins in the correct

progression. Subdividing vein nodes as described in Section 5.2.6 eliminates angular

features in lower order veins (compared to Figure 5.12). On the other hand, the

branching angles between different orders of veins are inconsistent and contrary to

that of natural leaves. This is due in part to the simplicity of the technique used to

subdivide vein nodes.

Some of the discrepancies between real and simulated patterns may be due to

the approximate character of the growth models, for which quantitative experimental

data are yet unavailable.
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Figure 5.10: Developmental pattern simulated using key-frame interpolation of leaf
blade development. The sequence progresses from left to right and top to bottom.
The bottom row has been scaled by 0.4 compared to the top two rows (scale bars
are provided for comparison).
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Figure 5.11: Final patterns produced by key-frame interpolation. The final pattern
in the developmental progression is shown on the left, and on the right the final
pattern produced when the threshold for subdividing vein nodes is lower

Figure 5.12: The final pattern produced when mid-point subdivision is applied
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Figure 5.13: Mature pattern produced using key-frame interpolation shown without
blindly terminating veins.
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Figure 5.14: Mature pattern produced using key-frame interpolation shown with
blindly terminating veins.
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5.4 Conclusions

In this chapter the closed algorithm introduced in the previous chapter has been

adapted to simulate the development of patterns de novo in a growing leaf blade.

This was demonstrated by recreating the development of the first leaf of Arabidopsis.

The key modifications to the model include an increased reliance on growth and are

based on two key phenomena. First, highest order veinlets may form open branching

structures in the areoles. Second, main-veins are relatively smooth. The model

operates as a reiterative process, creating successively higher orders of venation in a

manner which is consistent with current biological hypotheses.

In the algorithm for creating areoles, the order in which vein nodes are placed

when selected by an auxin source was modified, allowing for the creation of open

structures in otherwise closed patterns. Vein nodes are placed according to a hypo-

thetical progression of differentiation in a pre-patterned tissue.

In contrast, the closed model always extends veins towards a source, causing re-

connections to occur at the source. Experiments performed using Mitchison’s model

have shown that it is possible to form polarized files of cells starting at a vein and

extending towards a source of auxin [140]. Thus, the formation of veins in the origi-

nal model appears consistent with the pre-patterning of strands from sink to source,

as can be created with Mitchison’s model.

With this in mind, the closed and areole algorithms seem to simulate different

facets of the same phenomenon. The closed model simulates the formation of a

pre-pattern, which eventually differentiates into vasculature, and the areole model

simulates the differentiation of vasculature following this pre-patterning process.
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As a side note, the structure of areoles was reproduced by assuming that the

event leading to blindly terminating veins stops veins from reconnecting, but does

not prevent further patterning and differentiation. Scarpella et al [149] proposed that

this event precludes the formation of any additional vascular tissue. This assumption

seems to be incongruent with the open structures of two or even three orders seen in

the areoles of some species. Interestingly, the FORKED genes discovered by Steynen

et al. [160] may play a role in this process. In plants mutant in the forked genes,

vascular patterning occurs, but veins do not reconnect, thus providing a plausible

mechanism for this assumption.

The technique used to subdivide the structure of veins allows the curving of

secondary veins to be addressed, but also introduces artifacts. As the technique

described in Section 5.2.6 does not take the direction, or order of veins into account,

the angle between branches can be inconsistent with what is observed in nature.

A subdivision scheme that accounted for these characteristics would improve the

visual quality of results. Subdivision for branching topologies was addressed by

Prusinkiewicz et al. [130], and it is an interesting question whether this work could

be extended to the network topology of vascular patterns.

Finally, using the growth models proposed in this chapter, it should be possible

to elucidate through simulation the manifold relationships between various growth

patterns and the resulting vasculature.



Chapter 6

Modeling vascular patterns in stems

In addition to the visually conspicuous venation of leaves, vasculature is also found

in the stem. The vasculature in the shoot connects all organs to the roots, and

extends dynamically to accommodate the functional needs of new organs as they are

produced. Auxin originating in developing leaves is pumped into the stem, driving

the formation of new veins [132].

Modeling vasculature in the stem allows for several interesting biological questions

to be addressed. The relation between vascular patterning in the stem and the

placement of primordia at the apex of a plant has been a subject of debate within

biology [76], leading to the emergence of two opposing viewpoints. The first, is

based on the hypothesis that primordia form at the apex of the plant, and are

unaffected by the vasculature present in the stem, so the development of primordia

drives the vein formation in the stem [132]. The opposing viewpoint is consistent with

the hypothesis that vascular patterning in the stem determines the position of new

primordia at the apex [84]. Several models of phyllotaxis operating on the surface of

the shoot apical meristem have recently been proposed [157, 71], creating impetus

to model the formation of stem vasculature as a logical consequence of phyllotaxis,

according to the first hypothesis.

The model presented in this chapter incorporates the assumption that the pat-

terning of veins in the stem is an extension of the process in the leaf. Although

plausible, this assumption needs to be tested.

138
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These questions are examined below by extending the closed model of leaf vena-

tion from Chapter 4 to the cylindrical geometry of the stem. In contrast to previous

chapters, which describe models in which veins grew towards sources isolated from

existing vasculature, veins now extend toward each other, reflecting the observed de-

velopment of veins in the stem. This modified model recreates the observed patterns

of stem vasculature, with the repeated addition of organs at the apex as a driving

mechanism.

6.1 Background

The primary vasculature in a plant shoot supplies nutrients to other organs. Consist-

ing of vascular bundles which extend longitudinally through the stem, veins branch

regularly to connect to vascular strands, called leaf traces, originating at the pri-

mordia (undeveloped organs) produced at the apex [117], as illustrated in Figure

6.1.

As a new primordium develops, a leaf trace emerges, connecting the primordium

to the vasculature in the stem. At the base of the stem veins connect to the hypocotyl

region, a solid ring of vasculature joining the shoot to the root. In dicotyledons

two seed leaves, or cotyledons, are present while the plant is still an embryo with

vasculature that connects directly to the hypocotyl.

As with leaves, vascular patterns in the stem can be classified as open or closed [32,

117, 76] where open patterns do not reconnect and form tree-like structures, and

closed patterns contain cycles.



140

leaf trace

cotyledon

primordium

hypocotyl region

apex

vascular bundle

Figure 6.1: Diagram illustrating the anatomy of the shoot

6.1.1 Vascular development in the stem

Reinhardt et al. [132] observed the initiation of vascular strands during primordium

development at the apex of the Arabidopsis thaliana. When a primordium forms,

the auxin that it produces is transported into the stem, leading to the expression

of PIN1 in subepidermal tissues. The auxin originating in the primordium is trans-

ported basipetally, pre-patterning the vascular tissues giving rise to the leaf trace.

In contrast, differentiation seems to proceed acropetally, from existing vasculature

toward a developing primordium [96, 34]. Consequently, the leaf trace becomes con-

nected to older veins below [34].
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6.1.2 Topology of veins in the stem

Although auxin and PIN1 are known to play a role in vascular patterning of the

stem, little information concerning their roles in this process is available. Compared

to the detailed descriptions of vascular patterning in the leaf, much less is known

about vascular patterning in the stem.

Fortunately, the topology of veins connecting primorida in the stem has been

documented for several species. In the following discussion primordia are numbered

in the order they were produced. Thus, primordia that develop later have higher

numbers and are found above (distally to) primordia with lower numbers on the

stem.

The phyllotactic arrangement of primordia is correlated with the architecture of

primary vasculature inside the stem [76, 165, 46, 174]. When spiral phyllotaxis is

considered this can be further quantified. Spiral phyllotaxis is characterized by the

divergence angle θ, between successive primordia.

In plants exhibiting spiral phyllotaxis, characterized by the golden angle (θ =

137.5), and open primary vasculature it has been observed that the primordium

numbered n tends to connect to the primordium numbered n + Fi above it [68],

where Fi is an element of the Fibonacci sequence < 1, 2, 3, 5, 8, 13, 21, · · · >. For

patterns with closed primary vasculature, primordium n connects to the primordium

numbered n+Fi and n+Fi+1 above it, where Fi and Fi+1 are consecutive elements of

the Fibonacci sequence [76, 46, 174]. The same relations have been observed in plants

whose phyllotactic angle is the Lucas angle (θ = 99.5), where primordia connect along

consecutive elements of the Lucas sequence < 1, 3, 4, 7, 11, · · · > [46, 68], instead of
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Fibonacci numbers .

6.2 Generation of vascular patterns in the stem

To generate vascular patterns in the stem the closed model described in Section 4.3

is modified to operate in the volume of the stem. Additionally, to allow veins to

grow towards each other all vein nodes are considered to be sources. The latter

modification can be supported to some degree by the fact that veins originating at a

developing primordium transport auxin into the stem, thus serving as sources to the

vasculature below them [132]. The specifics of this process are given in Section 6.2.1.

The model was implemented in vv, using the 3D Delaunay triangulation routines

included in CGAL [118] to accelerate relative neighbourhood calculations.

Patterning is simulated in a non-elongating cylinder of radius R, representing

the stem, with new primordia being added to the distal end with a constant plas-

tochron (interval between the placement of two primordia). A vein node is placed

at each primordium, representing the tip of a leaf trace entering the stem. The

first primordium is placed H units above the base of the cylinder. Each successive

primordium is placed relative to the previous primordium, H units above and at a

rotation of θ, which produces a spiral phyllotactic pattern. The model is initialized

with a ring of vein nodes at the base of the stem, representing the hypocotyl region.

6.2.1 Placement of new vein nodes

The structure of vein nodes is represented by the venation graph G = 〈V, E〉 as

defined in Section 3.1.2. The set S(v) of sources that influence a vein node v is again



143

calculated using the relative neighbourhood, but is modified to reflect the assumption

that all vein nodes function as sources. Additionally, v may not be selected by any

vein node to which it is connected by an edge in E, this set is denoted N(v) where:

N(v) = {p ∈ V |(p, v) ∈ E ∨ (v, p) ∈ E}. (6.1)

Taking these modifications into account, the definition of S(v) given in equation 4.2

becomes:

S(v) = {s ∈ V − N(v)|v ∈ V (s)}, (6.2)

where V (s) is the relative neighbourhood of s. Directions of vein development are

calculated from S(v) as in the case of closed patterns. A new vein node v′ is connected

by a segment to any vein node in the set S(v′), closer to v′ than D, the basic unit of

the model. This allows veins originating at an primordium to connect to the veins

growing upwards towards them, and vice-versa. A simple example demonstrating

the modified model is provided in Figure 6.2.

The implications of these changes may not be immediately clear. First, calculat-

ing the set S(v) requires searching much larger sets than in the algorithm presented

in Section 4.3 (all nodes formed so far as opposed to sources). Second, the Urquhart

approximation of the relative neighbourhood is not used. A comparison of patterns

produced with and without the Urquhart approximation exhibit significant differ-

ences in the connections between primordia and as such the relative neighbourhood

is used instead.
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a b c d

Figure 6.2: A simple example using the model of vascular patterning in the stem.
Vein nodes are visualized as black circles with white centres. a) The vein nodes at
the base of the image represent the existing vasculature in the stem, the red circle
above represents the leaf trace of a new primordium. b) The dashed line connects
vein nodes which select each other. c) Nodes are placed as described in the text, this
process is repeated in (d) connecting the new primordium to the existing vasculature
below it.

6.2.2 Visualization of vascular patterns in the stem

Veins are rendered using generalized cylinders as described in Section 3.2.3 for trees.

The diameter of the veins is specified as a linearly decreasing function of height,

making veins near the base of the stem thicker than those at the tip. Primordia are

represented by spheres offset from the cylinder’s surface.

Biologists often visualize the topology of stem vasculature with idealized dia-

grams, where vasculature is presented in two dimensions as if the stem has been

split and unrolled (e.g. Figure 6.3). Such diagrams allow the topology of patterns

to be examined visually, without being obscured by the 3d structure of the vascu-

lature. Synthesized patterns can be visualized similarly, allowing the topology of

patterns to be verified easily. This is performed by mapping the surface of the cylin-

der to a rectangular region of the x,y plane (Figure 6.4). Each vein node p = (x, y, z)
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a b c

Figure 6.3: Idealized diagrams of stem vasculature. a) An idealized diagram of
stem vasculature of the rosette in Arabidopsis thaliana [76]. In (b) and (c) similar
diagrams are shown, created for the stem of Linum usitatissimum (the flax plant) [46]
and Ginkgo biloba [51], respectively.

is mapped as follows:

(x, y, z) −→ (arctan(x/y), z, 0) = (θ, z, 0) (6.3)

Patterns are still produced in 3d, but are mapped to the x,y plane prior to the

creation of generalized cylinders.

Internodal growth is not simulated as part of the patterning process. For visual-

ization purposes however, internodal growth is simulated as a post-processing step

by mapping vein nodes based on their normalized height in the stem to a new height

using the function shown in Figure 6.5.

Examples illustrating the visual impact of unrolling the stem and applying the

growth map are shown in Figure 6.6.
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Figure 6.4: Visualizing patterns as in idealized diagrams. The stem is unrolled by
splitting it along the red line (at θ = 0) and mapping it to a rectangle in the plane.
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Figure 6.5: Growth mapping created from data for the rosette of Arabidopsis [26].
Given a normalized height (x-axis) the function returns the height of the point after
growth has been simulated (y-axis).
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Figure 6.6: Application of mappings simulating growth and unrolling the stem to
a sample pattern. A pattern produced using the model is shown in (a), the same
pattern is shown: (b) unrolled, (c) after the application of the growth map (c), and
(d) unrolled and scaled using the growth map.
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6.3 Results and discussion

The model postulates a causal relation between the development of the phyllotactic

pattern, stem growth, and the resulting vasculature in the stem. To verify whether

this model produces patterns as observed in biological literature [76, 84, 46, 165]

patterns with a spiral arrangement of primordia, placed using the Lucas or golden

angle, were created and examined, and in this sense validate the model. Patterns

generated using these two angles while varying R and H were considered and the

resulting topologies documented.

The simulation is initialized with a set of vein nodes at the base of the stem. As

the simulation begins, the points quickly connect into a solid ring (corresponding to

the solid vascular cylinder of the hypocotyl). Following the initialization of the model,

primordia are added with a constant plastochron. The duration of the plastochron

compared to the rate of vein propagation affects the geometry of patterns, but in our

experiments the topology of the pattern was unaffected by these parameters (Figure

6.7). In contrast, the parameters controlling the radius of the stem, R, and vertical

displacement between primordia, H , change the topology of patterns considerably.

When the golden and Lucas angles are used, patterns exhibit extremely regu-

lar connections between primordia, which can be used to categorize the patterns

produced by the model. The connectivity of a vascular pattern in the stem is de-

noted (a, b), where a, b are integers such that primordium n connects to primordia

numbered n + a and n + b above (distal to) it.

When the golden angle is used, after some potential irregularities near the base,

primordium n connects to the primordia numbered n + Fi and n + Fi+1 above it, for
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Figure 6.7: Two patterns of stem vasculature produced with different plastochrons
but otherwise identical parameters (the patterns are visualized as unrolled stems).
In both simulations each primordium was placed relative to the previous primordia,
10D above, and at a rotation of 137.5 degrees; the radius of the stem was 50D. The
pattern on the left was generated with a much shorter plastochron then that the
image seen on the right.
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some i ≥ 0. Over a range of parameters only a few primordia near the base exhibited

a connectivity other than (Fi, Fi+1), regardless of the number of primordia produced.

Patterns of type (1,2) provide the single observed exception to this characterization,

as primordium n would occasionally fail to connect to primordium n + 1.

The ratio of R/H affects the connectivity of the pattern and seems to determine

which i, or successive Fibonacci numbers, are chosen. As R/H increases i also

increases, causing primordia to connect to younger and younger primordia above.

Decreasing R/H has the opposite effect, resulting in primordia connecting to older

and older primordia, until each primordium connects to the primordia immediately

preceding and following it, producing a (1,1) pattern. Maintaining the same ratio

between R/H while varying the absolute values of R and H does not change the

connectivity of patterns.

The relation between R and H when θ = 137.5 is illustrated in Figures 6.8 and

6.9. Of particular interest is the pattern exhibiting (5,8) connectivity in Figure 6.9

which is consistent with patterns observed in the rosette of Arabidopsis thaliana and

the stem of Ginkgo biloba [51]. The instability observed in (1,2) patterns can be seen

in the penultimate image in Figure 6.9, where primordia do not always connect to

the following primordium (specifically, the primordia numbered 2, 3, 7, 9, 10, 12, 14,

15, 17, 18, 20, 21, and 23).

Spiral phyllotaxis with the Lucas angle produced similar results, with connections

occurring along successive Lucas numbers, as is observed in nature. Varying the ratio

R/H affected connectivity exactly as when the golden angle was considered, but with

Lucas numbers playing the role of Fibonacci. Several example patterns, produced

by varying R while holding H constant are shown in Figure 6.10. The (7,11) pattern
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in particular has been observed in flax by Girolami [46].

6.4 Conclusion

Through simulation the regular connectivity of vascular patterns in the stem was

recreated for plants exhibiting spiral phyllotaxis. The generated patterns exhibit

a tendency for connections to form according to successive Fibonacci and Lucas

numbers, as is observed in a variety of plants [76, 84, 46, 165, 68].

Based on this model the questions posed at the beginning of this chapter can be

addressed. The geometric assumptions underlying the algorithm are derived from the

canalization hypothesis, indicating that at a geometric level canalization is sufficient

to explain vascular development in the stem, as well as in the leaf.

The model also shows that it is possible to obtain the vascular patterning seen in

the stem when phyllotaxis is assumed to occur independent of vascular patterning,

and even drive the process of vascular patterning in the stem. This does not preclude

the possibility that feedback occurs between phyllotaxis and vascular development

in the stem. Most likely these processes stabilize each other to some degree [76], and

it is possible that phyllotactic patterns could be completely accounted for by both

processes.

In our simulations the parameters R and H control the topology of patterns in the

stem. This tends to indicate that differences in the topology of vascular tissues in the

stem among species could be explained by the rate at which primordia are produced

or differences in apex size. Interestingly, changes in apex size during development

correlate with changes in phyllotaxis [81, 165], and presumably the topology of veins
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Figure 6.8: Parameter space exploration where only the step between primordia (H)
is varied, with θ = 137.5 and R = 115D. The step between primordia is smallest
for the top-left image and increases in subsequent images. Primordia are numbered
in the order which they were produced. Patterns are visualized as an unrolled stem,
and the growth map shown in Figure 6.6 has been applied. Boxes with solid outlines
indicate the location of primordia. Dashed boxes and lines indicate connection that
were severed when the stem was unrolled, and extend the pattern at the boundary.
The connectivity and H value of the images from top-left to bottom-right is (5,8)
with H = 10D, (3,5) with H = 23D, (2,3) with H = 33D and (1,1) with H = 96D.
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Figure 6.9: Parameter space exploration where only the radius of the stem (R) is
varied, with θ = 137.5 and H = 10D. The radius is largest for the top-left image
and decreases in subsequent images. The connectivity and R value of the images
from top-left to bottom-right is (5,8) with R = 115D, (3,5) with R = 50D, (2,3)
with R = 35D, predominantly (1,2) with R = 16D and (1,1) with R = 12D.
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Figure 6.10: Parameter space exploration where only the radius of the stem (R) is
varied, with θ = 99.5 and H = 10D. The radius is largest for the top-left image and
decreases in subsequent images. The connectivity and R value of the images from
left to right and top to bottom is (7,11) with R = 180D, (4,7) with R = 115D, (3,4)
with R = 50D, (1,3) with R = 25D and (1,1) with R = 12D.
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in the stem as well. Additionally, in the model of phyllotaxis proposed Smith et al.

in [158], varying the apex size or the rate at which primordia are produced changes

the pattern of phyllotaxis in the model.

Finally, the pattern of vasculature plays a key role in carbon distribution in plants

[174]. Hence, it would be interesting to examine the model from the viewpoint of

carbon allocation, and the subsequent effect on plant development.



Chapter 7

Summary and future work

7.1 Summary

The objective of my thesis was to examine the role of competition for space in the

generation of branching and networked biological patterns. Spatial relations between

pattern elements have been expressed and examined directly in geometric terms. This

allowed for focusing on the emergence of global patterns from local interactions, in-

troducing an intermediate level of abstraction between molecular-level phenomena

and final forms. The outcome of this work was a class of space-colonization algo-

rithms, which operate by simulating the competition between pattern elements for

space. This competition is formulated in terms of iterative geometric operations on

sets of points that represent pattern elements and/or markers of free space. The

proposed algorithms, and the explicit reliance on competition for space, provide a

novel approach for generating branching and networked patterns. I demonstrated

the utility of this approach by modeling the branching structure of trees and both

open (branching) and closed (networked) pattern of vasculature in plants. Although

formulated in abstract geometric terms, the algorithms are justified biologically in

each instance.

I first presented a model for generating the branching structure of trees and used

it to illustrate the essence of the space-colonization algorithm. In contrast to previ-

ous algorithms for generating trees, which emphasized their recursive structure, the

156



157

proposed algorithm treats competition for space as the dominant factor determin-

ing the forms of trees and shrubs. In nature, this competition may be mediated by

the quantity and quality of light [113, 5]. Branches are inherently self-avoiding, a

property that can be difficult to guarantee with recursive approaches. The trees and

shrubs generated be the SCA assume forms that are automatically adapted to the

presence of neighbouring plants. I illustrated this algorithm using realistic models of

diverse trees and shrubs. The parameters of these models correspond to visually rel-

evant tree characteristics identified in landscaping, and thus offer convenient control

of tree shape and structure.

I then used the basic tenets of the algorithm for trees, the marking and subsequent

colonization of empty space, to generate leaf venation patterns. Here, the points

denoting empty space conceptually represent sources of the hormone auxin, and

thus can be interpreted at the level of molecular biology. To take into account that

vascular patterning occurs in a growing leaf blade I proposed methods for simulating

marginal and uniform leaf growth. By directly adapting the model used for trees to

a growing leaf blade I produced open patterns. Closed patterns were generated by

allowing multiple veins to extend toward the same auxin source. These two variants

of vein-generating algorithms recreated the complex patterns of a variety of mature

leaves: a result that had not been achieved previously.

A limitation of the closed and open models is that they cannot reproduce the

blindly terminating veins seen in the areoles of many dicotyledons. Consequently,

I proposed the areole algorithm, a variant of the closed model that accounted for

this feature. Instead of simulating the convergence of growing veinlets on a common

auxin source, in the areole algorithm only one veinlet “wins the competition” and
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grows towards the source. The vein then bifurcates and extends by continuing to

grow beyond the source. To account for the non-uniform anisotropic growth observed

in some leaves, I proposed two additional methods for simulating the growth of the

leaf blade. The first technique makes use of a growth tensor field, specified over

the leaf. The second technique simulates the development of leaf shape over time

using key-frame interpolation of parameterized surfaces. As a case study, I recreated

the development of the first leaf in the rosette of Arabidopsis. This case study

demonstrated how the leaf vein patterns observed in nature could arise in a self-

regulated reiterative process, as proposed by Scarpella et al [149].

Finally, I modified the closed model to operate in the volume of the stem. Vascu-

lar bundles of plants may develop acropetally from the hypocotyl region of the stem,

and basipetally from the leaf traces that emanate from primordia. To reflect these

developmental patterns I allowed veins to grow towards each other, with each vein

node acting as a potential source for other nodes. I used this last model to investigate

the relation between phyllotaxis and stem vasculature. Current experimental data

are inconclusive: some suggest that the formation of stem vasculature is driven by

phyllotaxis, whereas others suggest that stem vasculature plays an active role in phyl-

lotactic patterning. I examined the first hypothesis by placing primordia indepen-

dently of stem vasculature. The vascular pattern emerging in this process exhibited

connections with consecutive Fibonacci or Lucas numbers. This result is consistent

with vascular patterns observed in several plant species [76, 84, 46, 165, 68]. Fur-

thermore, changes in phyllotaxis lead to changes in the vasculature, which matches

the pattern of parastichies (the visually conspicuous lines formed by primordia).

The use of Delaunay triangulations allowed complex vascular patterns to be gen-
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erated efficiently. Furthermore, each model can be controlled by a small number of

intuitive parameters. Thus the algorithms are relevant to image synthesis in com-

puter graphics. Additionally, the algorithms rely on, and are intricately related to,

the biological processes they emulate, making this work relevant to the modeling of

biological systems.

The wide range of venation patterns generated by the proposed models, and the

simulation of the development of venation over time, support the claim that the

Space Colonization Algorithms may capture the essence of vein pattern formation

in nature. Reaching even further, the method for generating trees is closely related

to the methods for generating leaf venation patterns, which in turn are related to

phyllotactic patterns [10]. This leads to a unifying view of competition for space as

the key factor that determines different aspects of plant patterns and form across

many scales of their organization. A further exploration of this view is necessary

and should focus on establishing a better understanding of the developmental and

molecular mechanisms mediating this competition. Some of these ideas are explored

in the following section.

7.2 Future work

The results presented in this thesis demonstrate the fertility of the concept of space

colonization, illustrated using applications to the modeling of trees, leaf veins, and

stem vasculature. It seems, however, that these results are just the first step in

exploring space colonization from the biological, mathematical, and image synthesis

perspectives. Some direction for future work along these lines are outlined below.
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7.2.1 Tree architecture

In this thesis I considered only competition between branch segments in a given tree

or shrub or among plants of the same species. When the later case is considered

the assumption that plants belong to the same species is simulated by using the

same attraction points for several trees or shrubs. As the number of attraction

points, and the distance at which they are removed are species-dependent parameters

it is not immediately clear how the current algorithm can allow for competition

between plants of different species. It nevertheless should be possible to extend the

algorithm to account for inter-species interactions. This would provide a formalism

for simulating plant populations at the level of branch segments, allowing for the re-

creation of complex interactions that could not be addressed using individual-based

techniques [78, 83].

A second major extension required for this task would aim at simulating and

animating the development of trees over their life span. This requires incorporating

a number of developmental factors into the model, such as the placement of buds,

distinction between long and short shoots and dropping of branches. In addition,

envelopes should not be explicitly specified, but should be an emergent property of

the model.

From the visual perspective, the use of generalized cylinders to model branches

does not allow for precise shaping of branching points; my models could benefit

from alternative methods addressing this issue [42, 89, 93]. To validate the space

colonization algorithm quantitatively, it would be useful to compare the generated

structures with measured plants; such comparisons may also help to set model pa-
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rameters according to the measurements of chosen tree species. Moreover, the use of

envelopes makes our method potentially suitable to model trees from photographs;

an open question is the possibility of incorporating acquired data that specifies the

courses of main branches (c.f. [110]). A further question is the possibility of using

the space colonization algorithm in the context of interactive procedural modeling,

where key aspects of plant form are specified by the user and elaborated upon by an

algorithm [115, 65, 182].

7.2.2 Vascular patterns and leaf modeling

The models of leaf venation generate a wide variety of venation patterns and allow

for the incorporation of realistic patterns into synthetic images of plants. Further

applications include phenomena that are greatly impacted by the pattern of veins,

such as the colouring of leaves and petals and the curling and ageing of leaves [90, 62].

Also, the open and closed algorithms produce interesting space filling patterns that

could used as the basis for a system generating complex ornamental patterns (c.f.

Wong et al. [181]).

Currently, the growth progressions used in developing patterns are specified man-

ually. This process is both time consuming and quite subjective. Automating the

specification of growth is an appealing alternative. It may be possible to achieve this

by using image processing techniques to segment images of developing leaves, and

register landmarks such as major veins and trichomes. By tracking landmarks over

time it should be possible to infer the growth of the leaf algorithmically, as opposed

to manually. This is not without precedent, as similar techniques have already been

developed to analyze the geometry and expansion of the shoot apical meristem[82].
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Figure 7.1: An ornamental kale leaf (Courtesy of P. Prusinkiewicz). This leaf illus-
trates a strong correlation between the venation pattern and the 3D shape of the
leaf.

Finally, the assumption that vein development in the leaf has no feedback on the

growth or form of the leaf needs to be revisited. In some leaves this assumption

seems overly simplistic (see fig.7.1). Compared to other tissues in the leaf, veins

have different mechanical properties [112] and growth patterns [34]. As such, this

assumption requires revising. Simulating the development of patterns using the

techniques described in Chapter 5 should allow this relation to be examined, and

provide insights as to how this may be achieved.

7.2.3 Further extensions

Many problems remain open for future research. Expanding on the final paragraph of

Section 7.1, competition for space seems an apt geometrical abstraction for modeling

the development of biological patterns. It is an interesting question how broad is the

idea of modeling morphogenesis at a geometric level [63], i.e., what is the range of
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phenomena to which this idea can be applied.

The basic version of SCA outlined for trees has a simple formulation, leading

to interesting emergent behaviour. Additionally, considering variants of the SCA

algorithm has proved fruitful in this thesis. This seems to indicate that systematic

analysis and modification of the basic algorithm should produce a wide range of

interesting patterns. In this work the impact of changing the definition of S(v), the

sources selecting a vein node, was considered and additional variants in this theme

could be imagined.

Given the range of vascular patterns generated in this thesis it would be interest-

ing to investigate the applicability of the SCA to vascularization processes in animals.

Additionally, there are striking visual similarities between the patterns synthesized

in this thesis and other natural patterns, with river and road networks, fracture pat-

terns, and the structure of some corals providing other potential applications of the

SCA model.

A more practical problem that should be addressed by future work is the accel-

eration of computation. Generation of a tree or venation pattern takes between a

few seconds and a few minutes on the current generation of desktop computers with

a 3GHz processor. This time strongly depends on model parameters, especially the

segment size D used as the unit of length in the models. At present, we do not have

an algorithmic criterion for choosing the optimal value of D. It may be possible

to calculate D adaptively, by reformulating algorithms as discrete-time simulations.

Accelerating the computation of models would allow applications requiring interac-

tive rates to be considered, providing easy specification of trees, or the automatic

generation of venation patterns for leaves while the form of the leaf is modified.
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Objective evaluation of methods

In this thesis, the plausibility of patterns was assessed primarily by visual inspection.

As such, performing some manner of objective validation should be an important

aspect of future work. Some measures have already been developed [13, 36], and

provide a starting point for further investigation. Nevertheless, some caution should

be taken when employing objective measures, as discussed in the following quote

from Prusinkiewicz [123, page 1]:

...an emphasis on objective, measurable characteristics, as promoted by

current scientific practises, may lead in the wrong direction. An easily

measurable characteristic may turn out to be irrelevant; on the other

hand, a feature that eludes precise definition or measurement may be of

central importance.

In fact, modeling is an important tool in understanding and determining which

features of a pattern are of central importance. Although important, relying too

heavily on objective measures may obscure important details or overly constrain

initial attempts to model natural phenomena.
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Appendix A

Proof of Theorem 1

Theorem 1. Let v ∈ ℜn and S(v) be a finite set of points in ℜn, let E : ℜn → ℜ

be the scalar field defined as the sum of the Euclidean distances between v and each

point in S(v):

E =
∑

s∈S(v)

‖s− v‖

Then

~n =
∑

s∈S(v)

s− v

‖s− v‖

is equal to −∇E, the direction in which E decreases fastest.

This property holds in any finite-dimensional Euclidean space. As such the proof

below shows the theorem to be true in ℜn, of which ℜ3 and ℜ2 are special cases.

Proof. Let E : ℜn → ℜ be as defined above, v ∈ ℜn, and S(v) is a finite set of

points in ℜn :

v =



















v1

v2

...

vn



















, s ∈ S(v) is s =



















s1

s2

...

sn



















, and ∇E(v) =



















∂E
∂v1

∂E
∂v2

...

∂E
∂vn



















We want to show that ~n = −∇E(v), so let us examine E(v):

E(v) =
∑

s∈S(v)

‖s− v‖ =
∑

s∈S(v)

(

n
∑

j=1

(sj − vj)
2

)
1

2
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Thus for each i ∈ {1, 2, · · · , n} :

∂E

∂vi

=
∑

s∈S(v)

(
1

2
)(2)(−1)(si − vi)

(

n
∑

j=1

(sj − vj)
2

)

−
1

2

=
∑

s∈S(v)

−
si − vi

(

∑n

j=1(sj − vj)2
)

1

2

= −
∑

s∈S(v)

si − vi

‖s− v‖

And as this holds for ∀i ∈ {1, · · · , n} we can write ∇E(v) as:

∇E(v) = −
∑

s∈S(v)



















s1 − v1

s2 − v2

...

sn − vn



















1

‖s − v‖

= −
∑

s∈S(v)

s− v

‖s− v‖
= −~n

Hence, it follows that ~n = −∇E(v).


