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Abstract: Most theories of phyllotaxis are based on the idea that the formation of new primordia is inhibited by the proximity of older primordia. Several mechanisms that could result in such an inhibition have been proposed, including mechanical interactions, diffusion of a chemical inhibitor, and signaling by actively transported substances. Despite the apparent diversity of these mechanisms, their pattern-generation properties can be captured in a unified manner by inhibition fields surrounding the existing primordia. In this paper, we introduce a class of fields that depend on both the spatial distribution and the age of previously formed primordia. Using current techniques to create geometrically realistic, growing apex surfaces, we show that such fields can robustly generate a wide range of spiral, multijugate, and whorled phyllotactic patterns and their transitions. The mathematical form of the inhibition fields suggests research directions for future studies of phyllotactic patterning mechanisms.
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Introduction

Few patterns in nature are more conspicuous than the intersecting spirals of florets in a sunflower head or scales on a pine cone. These arrangements, known as phyllotactic patterns, have fascinated both mathematicians and biologists for centuries. Although much of the early literature on phyllotaxis was limited to a descriptive characterization of phyllotactic patterns, hypotheses on the underlying developmental mechanisms began to appear as long as 140 years ago.

The original hypothesis was from Hofmeister (1868), who proposed that a new primordium appears as far as possible from the edges of existing primordia. Experimental evidence supporting this assertion was provided by Snow and Snow (1931) and more recently by Reinhardt et al. (2005).

The postulate that existing primordia inhibit the formation of new primordia nearby is fundamental to most mechanistic theories of phyllotaxis, as reviewed by Schwabe (1984), Jean (1994), and Adler et al. (1997). The specific mechanisms considered include contact pressure (Schwendener 1878), diffusion of an inhibitor (Schoute 1913), reaction–diffusion (Turing 1952), surface buckling (Green 1992), and the polar transport and depletion of an activator (Reinhardt et al. 2003).

Despite the diversity of the proposed mechanisms, they share the notion of an inhibition field surrounding pre-existing primordia. This general notion raises two types of questions: (i) What molecular-level processes may produce such inhibition fields? and (ii) What is the relationship between spatial and temporal properties of the inhibition fields and the generated patterns?

In this paper, we use computer simulations to address the second question. Our objective is to find inhibition field functions that satisfy the following criteria: (i) the model can generate a wide variety of phyllotactic patterns, (ii) patterns can start de novo in an empty peripheral zone or from one or two cotyledons, (iii) the model can capture transitions in phyllotaxis, such as the often-observed transition from decussate to spiral patterns (Wardlaw 1968), and (iv) the patterns can be initiated and propagated in a robust manner. This last criterion implies, in particular, (a) low sensitivity...
to changes in the model parameter values, \((b)\) tolerance to low cell counts in the peripheral zone, limiting the precision in which individual primordia can be placed, and \((c)\) tolerance to random factors (noise) that may affect the placement of individual primordia.

We also require that the inhibition functions depend on distance and time in a physically plausible manner, although we do not hypothesize on specific molecular-level processes that may yield these functions. We limit our discussion to models in which the angular position of primordia does not change over time. This is consistent with the current experimentally based view of phyllotaxis (Reinhardt et al. 2003). Simulation analysis of the contact-pressure mechanism (Schwendener 1878; Adler 1974) that relies on such motions is presented in Ridley (1982) and Hellwig et al. (2006). Furthermore, we do not consider secondary changes in the angles between plant organs that may occur as they develop from primordia, for example, as a result of uneven growth at different sides of the organs.

Previous simulation models have been focused on formulas derived from a particular proposed mechanism, the diffusion of an inhibiting substance being the most common (Hellendoorn and Lindenmayer 1974; Thornley 1975; Veen and Lindenmayer 1977; Mitchison 1977; Young 1978; Meinhardt 1982, 2003; Schwabe and Clewer 1984; Chapman and Perry 1987; Yotsumoto 1993). In a steady-state approximation of the effect of a diffusing substance (Thornley 1975; Mitchison 1977; Young 1978; Yotsumoto 1993), the inhibiting influence of each primordium decreases exponentially with distance. In a system containing \(n\) primordia, their combined effect \(h\) on a sampling point \(S\) is thus calculated as the sum

\[
h(S) = \sum_{i=1}^{n} e^{-bd(P_i,S)}
\]

where \(d(P_i, S)\) is the distance between primordium \(P_i\) and a sampling point \(S\) on the apex surface and \(b\) controls the rate of exponential decrease in inhibition with the distance from the primordium.

A different equation, motivated by physical experiments in which phyllotactic patterns were generated in a magnetic field, was proposed by Douady and Couder (1992, 1996a, 1996b, 1996c). With this formula, inhibition decreases with the distance from the source according to the power function

\[
h(S) = \sum_{i=1}^{n} \frac{1}{d(P_i, S)^b}
\]

where \(d(P_i, S)\) is defined as in eq. 1 and \(b\) controls the rate of inhibition decrease with the distance from a primordium.

Equations 1 and 2 can generate phyllotactic patterns, yet in our simulations, they showed limitations: we were not able to find parameters needed to reproduce some patterns, such as higher order accessory patterns \((p > 6, \text{see below for terminology})\), while other patterns and their transitions only occurred in very narrow ranges of parameter values. These limitations are difficult to quantify because of the number of parameters involved: the results of simulations depend not only on the inhibition fields under investigation.
but also on the assumed shape of the apex, its growth pattern, the position of the peripheral zone, the initial distribution of primordia, and the manner in which all of these characteristics and parameters change over time. Nevertheless, in a series of interactive experiments with simulation models, we found that robust de novo generation of a variety of phyllotactic patterns and their transitions was much easier when the inhibition fields depended both on the spatial arrangement of existing primordia and on their age. Below, we describe the specific fields used and the results of our simulation experiments.

Materials and methods

Terminology

We describe the arrangement of organ primordia on the growing surface of the apex (Fig. 1) using the terminology based on (Jean 1994). The term whorl size or jugacy, denoted \( j \), is used to specify the number of primordia emerging simultaneously. If primordia are issued one at a time \( (j = 1) \), the pattern is unigulate. For unigulate patterns, the divergence angle is defined as the angle between consecutive primordia. The vertex of this angle lies on the longitudinal axis of the apex. If the divergence angle is equal to 180°, the phyllotactic pattern is distichous; otherwise, it is spiral. The latter term reflects the shape of conspicuous lines, or parastichies, formed by neighboring organs. Typically, there are two sets of intersecting spiral parastichies, running in opposite directions. The number of parastichies is a distinctive feature of the pattern. In Fibonacci patterns, the numbers of opposite parastichies are consecutive elements of the Fibonacci sequence \(<1, 2, 3, 5, 8, 13, 21, ...>\). The first two elements of this sequence are equal to 1, and each successive element is the sum of two previous elements. In the more general case of Fibonacci-like sequences, each successive element is still equal to the sum of previous ones, but the first two elements are different. A sequence \(<1, p, p + 1, 2p + 1, 3p + 2, 5p + 3, ...>\) with \( p > 2 \) is termed the \((p - 2)\)th accessory sequence. The first accessory sequence \(<1, 3, 4, 7, 11, ...>\) is also called the Lucas sequence. An anomalous sequence is of the form \(<2, 2q + 1, 2q + 3, 4q + 4, 6q + 7, ...>\), where \( q > 1 \). In multijugate patterns, the numbers of parastichies are multiples of those found in the underlying unijugate spiral patterns. For example, in a biju-gate Fibonacci pattern \((j = 2)\), the numbers of opposite parastichies are consecutive elements of the sequence \(2 \times <1, 2, 3, 5, 8, 13, 21, ...>\). Patterns with the parastichy numbers being consecutive elements of the same sequence are of the same type. Within a type, a pattern with a higher number of parastichies is said to have a higher order. In contrast with the multijugate patterns, in whorled patterns, new primordia appear in the centers of the spaces between primordia of the previous whorl. Whorled patterns with the whorl size equal to 2 or 3 are termed decussate and tricussate patterns, respectively. In the case of multijugate and whorled patterns, the divergence angle is defined as the smallest angle between primordia in successive whorls.

Each phyllotactic pattern can only occur if the divergence angle lies within some interval, which we call the allowable interval for this pattern. For each family of patterns (e.g., Fibonacci or Lucas patterns), the bounds of this interval tend to a limit value, called the limit divergence angle, as the order of the pattern increases. Equations for the bounds of intervals and limit divergence angles for typical phyllotactic patterns are presented in Jean (1994, pp. 36–38).

Geometric model of a growing apex

We model the shoot apical meristem as a surface of revolution generated by rotating a planar curve around the longitudinal axis of the apex (Fig. 2) (Smith et al. 2006). This planar curve is a B-spline (Foley et al. 1990) defined interactively using a graphical editor and can easily be changed to model apices with various profiles of their central longitudinal sections. A point \( P \) on the apex surface is represented by two coordinates \((\theta, a)\), where \( \theta \) is the angle of rotation around the axis of the apex, measured with respect to a reference direction, and \( a \) is the distance from the apex tip, measured along the generating curve on the apex surface. In Cartesian coordinates, the position of point \( P \) is thus given by

\[
(x, y, z) = (x_a(a)\cos(\theta), y_a(a), x_a(a)\sin(\theta))
\]

We assume that individual points move away from the apex tip as a result of growth, although the overall shape of the apex does not change. This motion is characterized by a function \( RERG(a) \) (Richards and Kavanagh 1943; Erickson and Sax 1956; Hejnolowcz and Romberger 1984), which defines the relative elementary rate of growth in the longitudinal direction (along the generating curve) at a distance \( a \) from the apex tip (Hejnolocwitz et al. 1984; Nakielski 2000; Smith et al. 2006). The velocity with which a point \( P = (\theta, a) \) moves away from the apex tip along the generating curve is then given by the integral

\[
v(a) = \int_0^a RERG(a) da
\]

Similar to the generating curve, the growth function \( RERG(a) \) is defined graphically, which makes it easy to specify various distributions of growth on the surface of the apex. Two RERG functions used in the simulations are shown in Fig. 3. The generated patterns did not depend critically on the choice of the RERG function.

The shoot apical meristem consists of a central zone of undifferentiated founder cells surrounded by a relatively narrow band of cells called the peripheral zone (Steeves and Sussex 1989; Lyndon 1998). As the plant develops, the peripheral zone maintains an approximately constant distance from the tip of the apex. Only cells within the peripheral zone are competent to initiate organs. In our simulations, we assumed that the growth was slower in the central zone than in the peripheral zone, as suggested by experimental data (Lyndon 1998). New primordia appear on the active ring, which we define as a circle situated in the middle of the peripheral zone (Fig. 2).

Organization of computation

Our simulation models are based on the idea that the existing primordia exert an inhibiting influence on the incipient primordia (Fig. 4). The combined influence of all
primordia constitutes the inhibiting field. The field values are calculated at equally spaced sampling points of the active ring, unless calculation of the field on the entire apex surface is required for visualization purposes (Fig. 5; also see videos 1 and 2 in the supplementary data\(^3\)). The number of sampling points can be chosen to approximate the number of cells in the peripheral zone of a particular species or can be made much larger to simulate pattern formation in continuous space. The position of sampling points can be randomly perturbed in both the circumferential and the longitudinal directions, which is useful when studying the robustness of phyllotactic pattern formation.

Simulation of phyllotaxis proceeds in a sequence of time steps. At each step, points on the apical surface, including existing primordia, are moved away from the apex tip according to their velocities [eq. 4]. The inhibition from previous primordia is then calculated for all sampling points on the active ring. If the field value at one or more of these points drops below the inhibition threshold, a new primordium is inserted at the sampling point with the lowest inhibition. If there are two or more points with the same minimum inhibition, one of them is chosen at random. The inhibition values on the active ring are then recalculated taking the influence of the newly created primordium into account. If one or more sampling points are still below the inhibition threshold, an additional primordium is inserted at a point of minimum inhibition, as described before. The process is repeated until all sampling points on the active ring are above the inhibition threshold. In the subsequent simulation steps, all primordia move away from the active apex.

---

\(^3\)Supplementary data for this article are available on the journal Web site (http://canjbot.nrc.ca) or may be purchased from the Depository of Unpublished Data, Document Delivery, CISTI, National Research Council Canada, Building M-55, 1200 Montreal Road, Ottawa, ON K1A 0R6, Canada. DUD 5117. For more information on obtaining material refer to http://cisti-icist.nrc-cnrc.gc.ca/irm/unpub_e.shtml.
Fig. 4. Diagram of inhibition. (a) The older primordium has a smaller inhibiting effect on the active ring than the newer primordium. Arrows indicate minima of inhibition where a new primordium can appear. (b) The upper minimum of inhibition was chosen as the location of the third primordium.

ring as a result of the apex growth. This movement, combined with a possible decrease of the inhibiting influences of primordia with their age, reduces the inhibiting field strength on the active ring. Over time, this inhibition drops sufficiently at some location to allow for the formation of another primordium, and the process repeats.

Software implementation

The simulation models have been implemented using the modeling software vv (Smith et al. 2003), which extends the C++ programming language with constructs for modeling spatial systems with a dynamically changing structure.

Results

Single inhibition function

The first simulation model discussed uses a single inhibition function. In an apex with \( n \) previously formed primordia, the total inhibiting effect \( h(S) \) of previous primordia is calculated as the sum

\[
h(S) = \sum_{i=1}^{n} \frac{1}{d(P_i, S)} e^{-b t_i},
\]

where \( d(P_i, S) \) is defined as in eq. 1, \( t_i \) is the age of primordium \( i \), and \( b \) controls the rate of exponential decrease in inhibition over time. The essential feature of this formula is the explicit dependence of the field on both the distance from the primordia and their age. We found that the specific form of the distance dependence is not critical, although the inversely proportional function suggested by eq. 2 leads to slightly more robust results than the exponential dependence suggested by eq. 1. Note that, according to eq. 5, the unit value of inhibition \( h \) is defined as that produced by a newly formed primordium (\( t_i = 0 \)) at the unit distance from the primordium center (\( d(P_i, S) = 1 \)).

We examined the pattern-generating capability of the model generated with the inhibition function [eq. 5] from two perspectives: generation of patterns de novo (including generation of sequences of patterns, with transitions caused by changes in parameter values) and perpetuation (maintenance) of patterns initiated with a sequence of preplaced primordia.

Pattern generation de novo

In these simulations, no primordia, and thus no inhibition field, were present at the beginning of the simulation. The generating algorithm located the first primordium at a random position on the active ring (simulations with a predefined position of the initial primordium produced the same results). Simulations with high initial values of the inhibition threshold often produced apparently unorganized arrangements of primordia, before settling into a pattern. To prevent these unorganized arrangements from occurring while focusing on the biologically relevant situation where patterns begin with the arrangement of cotyledons, the inhibition threshold value was phased in gradually, increasing from an initial value of zero to the final value used in the simulation. This increase led to transitions in the phyllotaxis type or order.

For example, in the simulation shown in Fig. 6, the initial value of the threshold for primordium differentiation was relatively low, yielding a distichous pattern. After an increase in the threshold value, a spiro-distichous pattern emerged. Continued increases in the threshold value caused a switch to Fibonacci spiral phyllotaxis. Similar progression of patterns could be obtained when changing the size of the apex while keeping the threshold value constant. This is relevant from the biological perspective, since changes in the apex size are known to correlate with changes in the pattern (Kwiatkowska and Florek-Marwitz 1999).

The simulation in Fig. 7 was performed using 38 sampling points on the active ring; this number was chosen to be comparable with the number of cells around the peripheral zone of an Arabidopsis vegetative shoot apex (cf. Fig. 2 in Kwiatkowska 2006). Furthermore, the increase in the inhibition threshold was faster than in the previous example. Under these conditions, the model produced a sequence of divergence angles that are within the standard error of angles measured during the initial establishment of a spiral pattern in Arabidopsis (Fig. 8).

Pattern propagation

Owing to various factors, such as the influence of cotyledons on the initial state of the simulation, limited accuracy of primordium placement caused by the relatively small number of cells around the circumference of the peripheral zone, or random factors (noise), an initial pattern of primordia positions may be different from that obtained in self-starting simulations described above. Consequently, perpetuation of such patterns is also of biological interest. We investigated the perpetuation of patterns by initiating the simulation with a number of primordia placed at the limit divergence angle characteristic to a given pattern type.

The model based on eq. 5 robustly perpetuated all of the phyllotactic patterns commonly observed in nature in which primordia appear one at a time. This includes distichous and spiro-distichous as well as Fibonacci, Lucas, and anomalous spiral patterns. In all simulations, the opposing parastichy numbers were consecutive numbers of some Fibonacci-like sequence. High-order patterns, such as (89, 144) Fibonacci spirals, could be perpetuated if the number of sampling points in the active ring was sufficiently large to represent a divergence angle within the allowable interval for the given pattern (the size of this interval decreases as the order of the pattern increases). Occasionally, however, regular phyllotactic patterns could be generated even when the number of
sampling points was smaller; in these cases, the divergence angle would oscillate and its average value would lie within the bounds (see the discussion of pattern robustness for an example).

In a series of simulation experiments, we observed that Fibonacci spiral patterns were perpetuated under the widest range of model parameter values followed by Lucas patterns and patterns from other Fibonacci-like sequences. This is consistent with observations in nature, where most single spiral patterns come from the Fibonacci, the Lucas, or the \( <2, 5, 7, 12, \ldots > \) anomalous sequence (Zagórska-Marek 1985; Jean 1994). Table 1 shows the minimum values of the inhibition threshold for which these patterns can be perpetuated, assuming constant values of other parameters. There is no maximum value of this threshold, as it can be raised indefinitely, yielding a sequence of patterns of increasingly high orders.

Table 1. Minimum values of the inhibition threshold needed to maintain selected phyllotactic patterns.

<table>
<thead>
<tr>
<th>Phyllotaxis type</th>
<th>Jugacy</th>
<th>Sequence</th>
<th>Divergence angle (°)</th>
<th>Min. threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fibonacci</td>
<td>1</td>
<td>1, 2, 3, 5, 8, 13, ...</td>
<td>137.51</td>
<td>4</td>
</tr>
<tr>
<td>Lucas</td>
<td>1</td>
<td>1, 3, 4, 7, 11, 18, ...</td>
<td>99.50</td>
<td>22</td>
</tr>
<tr>
<td>Bijugate</td>
<td>2</td>
<td>2, 4, 6, 10, 16, ...</td>
<td>68.76</td>
<td>31</td>
</tr>
<tr>
<td>Anomalous</td>
<td>1</td>
<td>2, 5, 7, 12, 19, 31, ...</td>
<td>151.14</td>
<td>37</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>3, 7, 10, 17, 27, ...</td>
<td>106.45</td>
<td>65</td>
</tr>
<tr>
<td>Second accessory</td>
<td>1</td>
<td>1, 4, 5, 9, 14, 23, ...</td>
<td>77.86</td>
<td>128</td>
</tr>
</tbody>
</table>

Note: See data pertinent to Fig. 9 in Appendix A for the remaining parameter values.

Fig. 5. Dynamics of interaction between the inhibiting field and phyllotactic pattern formation. The field was calculated using eq. 5. (a) The field generated by two symmetrically placed initial primordia. (b) The field shortly before the insertion of the third primordium. Arrows indicate minima of the inhibition field. The location indicated by the black arrow is chosen at random over the location indicated by the grey arrow as the location of the third primordium. (c–e) The field before the insertion of the fourth, fifth, and sixth primordium. (f–h) The steady-state dynamics of the inhibiting field. (f) The field immediately after the insertion of primordium \( n \). (g) The field immediately before the insertion of primordium \( n + 1 \). At the time of insertion of primordium \( n + 1 \) (longest arrow), approximate positions of incipient primordia \( n + 2 \) and \( n + 3 \) are already visible as smaller local minima of the inhibition field (shorter arrows). (h) The field immediately after the insertion of primordium \( n + 1 \). Note that Figs. 5f and 5h differ only by rotation of approximately 137.5°.
the two types often coexisted on the same tree. Flowers and inflorescences with a wide range of phyllotactic patterns were observed, for example, in *Magnolia* by Zagórsk-Marek (1994), in *Helianthus annuus* L. by Couder (1998), and in Araceae by Jean and Barabé (2001).

The number of initials required to start a pattern varied considerably. While patterns from the main Fibonacci sequence were easily generated de novo, Lucas patterns required at least three initials. Patterns derived from accessory sequences with \( n > 3 \) could also be propagated but required a higher number of carefully placed initial primordia. For example, 40 initials placed at 64.08° were required to maintain (11, 17) phyllotaxis derived from the third accessory sequence \( (n = 5) \). An anomalous (7, 12) pattern could be started with as few as six initials placed at the angle 151.14°. These high numbers of initial primordia indicate that the inhibiting fields required to propagate the corresponding patterns may emerge in nature (for example, due to a confluence of random factors), but the probability is small. This is consistent with Jean’s (1994) summary of frequency data, indicating that phyllotactic patterns derived from various accessory and anomalous sequences occur in nature, but are rare.

Once a low-order spiral pattern is established, an increase in the inhibition threshold can result in the pattern switching to higher orders of phyllotaxis. This occurs for Fibonacci spiral patterns as well as patterns from accessory and anomalous sequences, provided that the increase is not sudden and...
the number of sampling points on the active ring is large enough to support the higher order pattern. Sharp increases in inhibition threshold in accessory and anomalous patterns produce less predictable results. In some cases, the pattern would become disorganized. In others, a switch to a Fibonacci spiral phyllotaxis was observed. Stable, although not very regular, bijugate patterns were often generated as well. Parastichy numbers produced by these patterns were always a multiple of consecutive elements of the Fibonacci sequence.

In bijugate patterns, pairs of primordia are expected to appear simultaneously, yet in the above simulations, this is not the case. The first primordium of each pair has an immediate inhibiting effect on the entire ring, which delays the appearance of the second primordium. As a result of this delay, the bijugate patterns are slightly irregular (Fig. 10).

Two inhibition functions

In general, the single-inhibitor model characterized by eq. 5 is not suitable for generating patterns in which two or more primordia appear simultaneously. Figure 11 illustrates this limitation by using a decussate pattern as an example. Suppose the first two primordia have been placed 180° apart, and the inhibition levels at the entire active ring are too high for additional primordia to appear. Over time, the
The pattern generated using the single-inhibitor model. Although parastichies are clearly visible, the positioning of individual primordia is slightly irregular due to the delay in the production of the second primordium in each pair. (b) The regular pattern generated by the variant of the single-inhibitor model with explicitly imposed jugacy. The pattern generated by the two-inhibitor model is similar.

The inability of the model summarized by eq. 5 to create de novo the distichous, spirodistichous, and spiral Fibonacci patterns produced by the single inhibitor model as well as decussate, spiro-decussate, whorled, and bijugate patterns (Fig. 12). Experimenting with model parameters, we found that spiral Fibonacci patterns are generated most often, as in the case of the single-inhibitor model. In contrast with that model, however, the second most easily produced spiral patterns are bijugate patterns, with parastichy numbers being twofold multiples of the main Fibonacci sequence, 2 × 1, 2, 3, 5, 8, 13, ...>. The next most frequently observed spiral patterns correspond to the Lucas sequence. These frequencies are consistent with the experimental data (Zago´rska-Marek 1985; Jean 1994, pp. 148–151).

Many plants undergo changes in phyllotaxis during development. Transitions often occur quickly, so that a new pattern is established within the span of a few plastochrons. These transitions can be simulated using the two-inhibitor model by manipulating the long-range and short-range inhibition thresholds during simulation. For example, Fig. 13 illustrates the transition from decussate to spiral phyllotaxis, frequently observed in nature (Wardlaw 1968; Carpenter et al. 1995; Kwiatkowska 1995, 1997), and the transition from decussate to bijugate phyllotaxis. The model can also simulate other transitions, including distichous to Fibonacci spiral, whorled to Fibonacci or Lucas spiral, whorled to multijugate, and multijugate to Fibonacci spiral.
Pattern propagation

The model with two inhibition functions can propagate the same patterns as the single inhibition model as well as decussate, whorled, and multijugate patterns (Fig. 12). As in the case of the single-inhibitor model, different patterns can be propagated by the model using the same parameter values. The range of patterns that can be propagated that way is surprisingly large and includes, for example, the entire inventory of single and multijugate spiral patterns reported by Zagórska-Marek (1985).

Robustness of the models

Although exceptions exist (Zagórska-Marek 1994), phyllotactic pattern formation in nature is often very robust, which means that patterns are formed or maintained under a wide range of conditions. Plausible models of phyllotaxis should therefore generate stable patterns or sequences of patterns (including transitions) over a wide range of parameter values.

A critical parameter of the models discussed in this paper is the inhibition threshold at which new primordia are formed. Both the single-inhibitor and the two-inhibitor models produce identifiable phyllotactic patterns over a wide range of long-range inhibition thresholds. Variation of this parameter during simulation induces transitions in phyllotaxis type or order (Figs. 6 and 13).

The two-inhibitor model also includes a threshold for short-range inhibition. Values of this parameter are more critical than those of the long-range inhibition threshold. For example, in the case of decussate patterns, the short-range threshold values can only be changed by approximately ±20% without affecting the pattern. This sensitivity...
can be understood in the context of the role of the short-range inhibition in multijugate pattern formation: the threshold values must be low enough to effect suppression of adjacent primordia yet high enough to allow for proper positioning of other members of the whorl. The parameters $b_1$ and $b_2$, which control delay of long-range inhibition and decrease of short-range inhibition over time, can be manipulated within ranges exceeding ±20% of the mean value.

The parameter $b$ ($b_1$ in the two-inhibitor model), which controls the exponential decay of inhibition with the age of primordia, also has a significant effect on pattern formation. Nonzero values of this parameter make it easier to initiate patterns de novo, allow for faster transitions between patterns, and make it possible to maintain patterns for wider ranges of apex shapes and other parameter values. On the other hand, the model is capable of generating regular phyllotactic patterns even as $b$ or $b_2$ approaches zero. In this case, the inhibition exercised by a primordium [eq. 5 or 6] no longer depends on its age but decreases only with distance as in the simulations performed by Douady and Couder (1992).

Recognizable phyllotaxis (determined by examination of divergence angles) is generated for various apex shapes, such as disk, cylinder, cone, hemisphere, or arbitrary surfaces of revolution. Both the single-inhibitor and the two-inhibitor models are also robust with respect to changes in the RERG function. Nevertheless, the shape of the apex, its growth rate, the size and shape of primordia, and the number of sampling points on the active ring can have drastic effects on which parastichy pairs, if any, are clearly visible (Schwabe 1984, p. 410).

Both models are robust with respect to noise. For example, decussate phyllotaxis, which has a strong tendency to break symmetry and switch to spiral phyllotaxis, is nevertheless stable in the presence of considerable noise (Fig. 14).

The last parameter considered is the number of sampling points on the active ring. With $n$ sampling points, the divergence angles can be represented with the resolution of $360^\circ/n$, which limits the precision with which primordia can be placed on the active ring. Low-order phyllotactic patterns can easily be generated even for small numbers of sampling points, in the range of 10–20. Higher order patterns, or patterns from less common accessory sequences, require larger numbers of sampling points. Nevertheless, the model is robust enough to generate some high-order patterns even for relatively small numbers of sampling points. For example, an active ring with 19 sampling points makes it possible to represent divergence angles with the resolution of $360^\circ/19 \approx 18.9^\circ$. The closest two angles to the limit Fibonacci angle of $137.5^\circ$ are $7 \times (360^\circ/19) \approx 132.6^\circ$ and $8 \times (360^\circ/19) \approx 151.6^\circ$. Both of these angles are outside the allowable interval $[135^\circ, 144^\circ]$ of divergence angles for $(5,8)$ spiral phyllotaxis. Nonetheless, the model can create a rough $(5,8)$ spiral pattern by alternating between $132.6^\circ$ and $151.6^\circ$ as follows: $151.6^\circ$–$132.6^\circ$–$132.6^\circ$–$151.6^\circ$–$132.6^\circ$–$132.6^\circ$–$151.6^\circ$... The average divergence angle over many primordia is $138.9^\circ$, which lies within the interval $[135^\circ, 144^\circ]$.

**Discussion**

Phyllotaxis is an example of an emergent phenomenon in which properties of the whole pattern result from interactions between individual elements of the pattern, yet the causal link between these interactions and the pattern is not obvious. For this paper, we investigated the inhibiting effect that the existing primordia may have on the placement of new primordia when generating the observed phyllotactic patterns and their transitions. We found that (i) a wide class of patterns can be robustly generated de novo or indefinitely propagated if the inhibiting effect of an existing primordium depends both on the age of a primordium and on the distance between the primordium and a point on the apex, (ii) different phyllotactic patterns can be propagated by models using the same simulation parameters, (iii) multijugate and whorled patterns, in which two or more primordia appear at once, can be robustly generated if the inhibiting effect of each primordium is not immediate, but gradually phased in, and (iv) an additional short-range inhibiting mechanism is then needed to prevent formation of series of primordia in neighboring locations.

We summarized the cumulative impact of existing primordia on the apex in terms of a field that assigns a value of the inhibition to each point on the apex. The inhibition field represents a useful level of abstraction, which makes it...
possible to analyze and visualize the dynamics of interactions between primordia without knowing the specific mechanism by which these interactions are implemented in nature. Nonetheless, general properties of the inhibition field point to the properties that a molecular-level mechanism may have to produce these patterns. For example, simulations suggest that an optimal contribution of a primordium to the field decreases with the inverse of distance. Such a decrease does not need to be of a diffusion-decay type postulated in several earlier models (Thornley 1975; Mitchison 1977; Young 1978; Yotsumoto 1993). This is consistent with the current view that active transport of auxin plays an important role in the formation of phyllotactic patterns (Reinhardt et al. 2003; Smith et al. 2006; Jönsson et al. 2006).

We also observed that the simulation models initiate patterns more easily, are capable of effecting more rapid transitions, and are generally more robust when the inhibiting field depends on the age of primordia. This is consistent with the idea that the differentiation and growth of primordia may have a direct impact on the phyllotactic patterns. Furthermore, short-range inhibition is required to form multiflajgate and whorled patterns in the model. Such a mechanism may be related to the establishment of organ boundaries and organ separation in nature. These properties of our model are consistent with the molecular-level model of phyllotaxis proposed by Smith et al. (2006), which required the introduction of primordium differentiation and organ boundaries to simulate the observed phyllotactic patterns.
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Appendix A

Appendix appears on the following page.
Table A1. Parameter values for simulations used in the figures and videos.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Eq.</th>
<th>Fig. 5; Video 15117</th>
<th>Fig. 6</th>
<th>Figs. 7 and 8</th>
<th>Fig. 9; Table 1</th>
<th>Fig. 10</th>
<th>Fig. 12a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time step</td>
<td></td>
<td></td>
<td>0.005</td>
<td>0.12</td>
<td>0.1</td>
<td>0.01</td>
<td>0.01</td>
<td>0.1</td>
</tr>
<tr>
<td>Active ring sampling points</td>
<td>5, 6, 7</td>
<td></td>
<td>480</td>
<td>100</td>
<td>38</td>
<td>500</td>
<td>120</td>
<td>60</td>
</tr>
<tr>
<td>Active ring position</td>
<td></td>
<td></td>
<td>0.08</td>
<td>0.06</td>
<td>0.08</td>
<td>0.06</td>
<td>0.02</td>
<td>0.04</td>
</tr>
<tr>
<td>Horizontal noise</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Vertical noise</td>
<td></td>
<td></td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Inhibition function model</td>
<td></td>
<td></td>
<td>Single</td>
<td>Single</td>
<td>Single</td>
<td>Single</td>
<td>Single</td>
<td>Double</td>
</tr>
<tr>
<td>Initial whorls*</td>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>20, 10</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>Initial primordia per whorl*</td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1, 2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Initial angle (°)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>77.96, 99.50, 106.4, 137.51, 151.14, 68.76</td>
<td>68.76</td>
<td></td>
</tr>
<tr>
<td>Long threshold†</td>
<td></td>
<td></td>
<td>1.5, 52.5</td>
<td>0.32, 1.6, 5.4</td>
<td>180</td>
<td>120</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td>Long range inhibition exponent of time $b_l$</td>
<td>5, 6</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>Short threshold</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short range inhibition exponent of time $b_s$</td>
<td>7, 7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Long range delay exponent of time</td>
<td>$b_3$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The videos are available as supplementary data.
*Multiple values given for the simulations in Fig. 9 and Table 1. See Fig. 9 legend for details.
†Multiple values given for simulations that vary the long-range inhibition threshold during simulation to effect a transition in phyllotaxis type or order.
<table>
<thead>
<tr>
<th>Fig. 12b</th>
<th>Fig. 12c</th>
<th>Fig. 12d</th>
<th>Fig. 12e</th>
<th>Fig. 12f</th>
<th>Fig. 12g</th>
<th>Fig. 13a</th>
<th>Fig. 13b</th>
<th>Fig. 14</th>
<th>Video 25117</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.3</td>
<td>0.02</td>
</tr>
<tr>
<td>60</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>80</td>
<td>80</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>480</td>
</tr>
<tr>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>0.04</td>
<td>0.04</td>
<td>0.04</td>
<td>0.08</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.005</td>
<td>0</td>
</tr>
<tr>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
<td>Double</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>150</td>
<td>99.5</td>
<td>68.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>5.3</td>
<td>4.2</td>
<td>170</td>
<td>170</td>
<td>40</td>
<td>4, 20</td>
<td>4, 20</td>
<td>1.25</td>
<td>2.5, 10.5</td>
</tr>
<tr>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>13</td>
<td>33</td>
<td>15</td>
<td>30</td>
<td>60</td>
<td>20, 2.4</td>
<td>20</td>
<td>12.5</td>
<td>14</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
</tr>
</tbody>
</table>
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