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Abstract. Lindenmayer systems (L-systems) are parallel string rewrit-
ing systems (grammars). By attaching a graphical interpretation to the
symbols in the derived strings, they can be applied to create simulations
of temporal processes, and have been especially successful in the mod-
eling of plants. With the objective of automatically inferring L-system
models in mind, here we study the inductive inference problem: the in-
ference of models from observed strings. Exact algorithms are given for
inferring L-systems that can generate input strings for both determin-
istic context-free and deterministic context-sensitive L-systems. The al-
gorithms run in polynomial time assuming a fixed number of alphabet
symbols and fixed context size. Furthermore, if a specific matrix calcu-
lated from the input words is invertible, then a context-sensitive L-system
can be automatically created (if it exists) in polynomial time without as-
suming any fixed parameters.

1 Introduction

Lindenmayer systems (L-systems) are formal grammars that repeatedly rewrite
strings. By definition, L-system rules are applied to each letter of a string in
parallel to produce a new string, and the process is repeated on the new string.
L-systems can be deterministic or non-deterministic, context-free or context-
sensitive, and parameterized or non-parameterized. Theoretical properties of L-
systems have been reviewed in [1,2].

By attaching a graphical interpretation to the symbols, L-systems can gen-
erate geometric objects (models). This is typically done via turtle interpretation
wherein the turtle has a state consisting of its position and orientation, and
specific symbols of the L-system provide instructions for moving, drawing, and
turning in 2D [3] and 3D [2]. L-systems with turtle interpretation have been
especially successful in the modelling of plants [2,4,5].

There has been relatively less work on methods for inferring L-systems. There
are certain useful techniques for manually inferring models from images and real
plants by experts [5], but existing approaches to automatically infer models from
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data have limitations; see survey [6]. One could imagine automatically inferring
models from sequences of images over time, and this has been attempted in a
preliminary fashion [7]. Acquiring such images digitally is now quite practical,
from cameras in fields taking pictures periodically, to more complicated camera
and sensor setups used in greenhouses, which can create point clouds represen-
tations of the plants [8]. Inference of models would be a useful step towards
digitally characterizing plants, understanding the differences between them, and
even breeding or designing new (real) plants from models. An intermediate step
is to infer L-system models from strings that describe the plant structure. That
is, given a sequence of strings produced by an unknown L-system, can the L-
system itself be inferred? This problem is known as inductive inference. In [9], an
algorithm was provided that used letter occurrence arithmetic and matrix inver-
sion to infer a deterministic context-free L-system (D0L-system) from an initial
sequence of strings. A related technique was implemented in [10], which infers
D0L-systems for alphabets with at most two symbols, while calling the problem
“immensely complicated” for alphabets of larger size. Inference of D0L-systems
from branching structures was investigated in [11]. There has also been some in-
vestigation on inference where the given strings are non-consecutive [6,9,11,12].
In [13], an algorithm is given that infers hierarchical structure from a string by
replacing repeated phrases with D0L-system rules.

In this paper, we review and extend selected algorithms for inductive infer-
ence of L-systems, and analyze their time complexity. Fixed-parameter-tractable
algorithms are those that run in polynomial time if one assumes that a param-
eter is fixed [14]. We propose a fixed-parameter-tractable algorithm that can
always infer a deterministic context-sensitive (or context-free) L-system from se-
quential data, if such a system exists. This algorithm runs in polynomial time for
context-free systems, assuming the alphabet is of fixed size. For context-sensitive
systems, it runs in polynomial time assuming that the context size is also fixed
(ie. there are constants k and l such that each L-system rule only depends on
at most k symbols of left context and l symbols of right context). Furthermore,
a speedup to this algorithm is described by using letter occurrence arithmetic
(similar to [9] for context-free systems). In particular, if a matrix defined using
a generalization of the Parikh map from letters to subwords calculated on the
input words is invertible, then a context-sensitive L-system can be inferred in
polynomial time without fixing any parameters.

2 Preliminaries

This section provides definitions of the terms and symbols used throughout the
paper.

The set of integers (positive integers, non-negative integers) is denoted by Z
(respectively N, N0). Given a vector v, let v(i) be the ith component of v. If M
is a matrix, let M∗,j be the column vector for the jth column of M . If X is a
finite set, then |X| is the number of elements in X.
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An alphabet is a finite set of symbols. If V is an alphabet, then V ∗ is the set
of all strings (or words) using letters from V . A language L is any subset of V ∗.
The length of a word w is denoted by |w|, and for any letter a ∈ V , |w|a is the
number of occurrences of a’s in w. Also, V i = {w | w ∈ V ∗, |w| = i} and V ≤i =
{w | w ∈ V ∗, |w| ≤ i}. For a language L, alph(L) = {a ∈ V | w ∈ L, |w|a > 0}.
Given a fixed ordering of the letters of V , V = {a1, . . . , ak}, the Parikh map of
w, ψ(w), is the vector (|w|a1 , . . . , |w|ak

). If w ∈ V ∗, a subword of w is any y such
that w = xyz, x, z ∈ V ∗. If w = yz, then y is a prefix of w and z is a suffix of w.
If 1 ≤ i ≤ j ≤ |w|, then w[i, j] is the substring between positions i and j of w.

A context-free L-system (0L-system) is one in which productions are applied
to symbols regardless of their context within the string. The 0L-system is denoted
by G = (V, ω, P ), where V is an alphabet, ω ∈ V ∗ is the axiom, and P ⊆ V ×V ∗

is a finite set of productions. A production (a, x) ∈ P is denoted by a → x.
The letter a is referred to as the production predecessor, and the word x as
its successor. We assume that for each predecessor a ∈ V there is at least one
production a → x in P . The system 0L-system G is said to be deterministic
(D0L-system) if for each a ∈ V there is exactly one such production. Given a
word µ = a1 . . . am ∈ V ∗ , we write µ ⇒ ν and say that µ directly derives ν
if ν = x1 · · ·xm, where ai → xi ∈ P for all 1 ≤ i ≤ m. The (not necessarily
direct) derivation ⇒∗ is the reflexive and transitive closure of ⇒ (the result of
applying ⇒ zero, one, or more times). The language generated by a 0L-system
G is L(G) = {w | ω ⇒∗ w}. The developmental sequence of length n ∈ N0 is the
sequence of words (w1, w2, . . . , wn), such that ω = w1 ⇒ w2 · · · ⇒ wn. We call
wn the nth word generated by G.

In contrast to 0L-systems, the production chosen for each symbol in a context-
sensitive L-system may depend on the surrounding symbols. Given k, l ∈ N0

such that k + l > 0, a deterministic (context-sensitive) (k, l)-system is a tuple
G = (V, ω, P ), where V and ω are the alphabet and axiom, respectively, and
P is a finite set of productions of the form u < a > v → x. We assume that
a ∈ V , u, v, x ∈ V ∗, |u| ≤ k, and |v| ≤ l. The letter a is called the strict
predecessor, and the words u and v are the left and right context, respectively.
If several context-sensitive productions could potentially be applied to the same
symbol due to differently sized contexts, we assume that the production with the
longest applicable left context, and then the longest applicable right context, will
be chosen. In a deterministic (k, l)-system there is thus exactly one production
that can be applied to any letter in any given context. If µ = a1 . . . am ∈ V ∗,
we write µ ⇒ ν if ν = x1 · · ·xm and for any i = 1, . . . ,m, the production
ui < ai > vi → xi belongs to P , the left context ui is the longest suffix of
a1 · · · ai−1, and the right context vi is the longest prefix of ai+1ai+2 · · · am among
all the productions in P with the strict predecessor ai.

3 Inferring L-Systems

In this section we study the problem of inferring an L-system from an initial
sequence of words assumed to have been generated by it. We begin with the
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simplest case, the inference of D0L-systems, and use the resulting algorithms in
the more complex case of context-sensitive L-systems.

3.1 Deterministic Context-free L-Systems

We define the following problem:

D0L Inductive inference problem: Given alphabet V = {a1, . . . , am}
and a sequence of n words over V , % = (w1, . . . , wn), n > 1, determine a
D0L-system G that generates % as the developmental sequence of length
n.

We say that G is compatible with % if the developmental sequence of length n
in G is %. We also denote S(%) as the sum of the lengths of words in %: S(%) =
|w1|+· · ·+|wn|. This is used when defining the time complexity of the algorithms
in the paper. Before presenting the full algorithm for inductive inference, an
intermediate algorithm is needed which is used within the full algorithm. The
intermediate algorithm is provided with the lengths of the production successors
for each letter of the alphabet as input, and it is able to determine whether the
input words can produce a D0L-system with these successor lengths.

Proposition 1. Given an alphabet V = {a1, . . . , am}, a sequence % = (w1, . . . ,
wn) of n words over V such that V = alph({w1, . . . , wn−1}) and a set of integers
j1, . . . , jm ∈ N0, there exists at most one D0L-system G over V that is compat-
ible with % and satisfies condition ji = |xi| for each production ai → xi ∈ P .
Furthermore, G can be determined in O(S(%)) time.

A constructive proof of this proposition is given by Algorithm 1. It scans the first
letter of w1, say ai, and creates a production such that ai → xi, where xi consists
of the first ji letters of w2. The algorithm continues with the second letter of w1

and the subsequent letters of w2. As each new letter is encountered, a production
is added to the production set P . After processing all letters of w1, the algorithm
proceeds in the same way for all pairs of consecutive words wp, wp+1 ∈ %, p ≤
n−1. Since V = alph({w1, . . . , wn−1}), every letter as well as its successor will be
encountered, ensuring that every production has been determined. The result is a
D0L-system G compatible with the developmental sequence %. The algorithm will
fail if a letter is encountered for which a production has already been found and
the subsequent letters of the next word do not match the production successor.
It can be seen that this algorithm runs in O(S(%)) time.

Proposition 2. Consider alphabet V = {a1, . . . , am} and a sequence % = (w1,
. . . , wn) of n > 1 words over V . Let ki, 1 ≤ i ≤ m be one plus the length of
the first word in % following the word in which ai occurs for the first time. A
D0L-system G compatible with % can then be found or reported as non-existent
in the worst-case time O((k1k2 · · · km) · S(%)).

The constructive proof of this proposition consists of Algorithm 2 that uses a
brute force approach to find a D0L-system compatible with the developmental
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Algorithm 1 Determines the unique D0L-system G compatible with %, if it
exists.
Input: Alphabet V = {a1, . . . , am}, sequence of words % = (w1, . . . , wn) such that

V = alph({w1, . . . , wn−1}), and the set β = {j1 . . . , jm} of the successor length for
each letter ai.

Output: The D0L-system G over V compatible with %, if one exists, or ∅ otherwise,
1: Let x1, . . . , xm be string variables set to null
2: for p from 1 to n− 1 do
3: Let r ← 1
4: for q from 1 to |wp| do
5: Let i be such that ai is equal to wp[q]
6: if xi is null then
7: xi ← wp+1[r, r + ji − 1]
8: else if xi 6= wp+1[r, r + ji − 1] then
9: return ∅

10: end if
11: r = r + ji
12: end for
13: end for
14: return D0L-system with axiom w1 and production set P = {ai → xi | 1 ≤ i ≤ m}.

sequence % by trying all possible combinations of successor lengths. The algo-
rithm begins by determining, for each letter ai ∈ V , the first word wp ∈ % in
which ai occurs. This requires time O(S(%)). Any D0L-system potentially com-
patible with % has successor xi of symbol ai of length |wp+1| at most. There
are ki = |wp+1| + 1 (including zero) possible values for the length ji = |xi| of
this successor, and k1 · k2 · · · km possible combinations of the lengths j1, . . . , jm,
0 ≤ ji ≤ ki − 1, overall. For each such combination, Algorithm 2 calls Algo-
rithm 1 to find a D0L-system compatible with %. If, in some iteration, such a
D0L-system is found, it is reported as the output of Algorithm 2. In the oppo-
site case, the algorithm reports that no D0L-system compatible with the given
sequence % exists. As each iteration of Algorithm 1 requires O(S(%)) time, the
overall complexity of Algorithm 2 is O(k1 · k2 · · · km · S(%)) (or O(S(%)m+1) as
an upper bound). This time grows exponentially as m increases, but, if m is
taken to be a fixed variable, the algorithm has polynomial time complexity with
respect to S(%).

The construction presented in [15] with the goal of determining decidability
of the D0L-system existence is very similar to the algorithm given here. We use
Algorithm 2 as a subroutine within the context-sensitive algorithms later in the
paper.

Different D0L-systems may generate the same sequence %. For instance, the
sequences generated by the systems G1 = ({A,B,C}, AB, {A → C,B → AB,
C → C}) and G2 = ({A,B,C}, AB, {A→ CA,B → B,C → C}) are the same.
Algorithm 2 can be easily modified to determine every compatible D0L-system.
Instead of returning a D0L-system G as soon as one is found, output G and
continue the procedure.
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Algorithm 2 Solves the D0L inference problem

Input: alphabet V = {a1, . . . , am}, sequence of words % = (w1, . . . , wn),
Output: a D0L-system G over V that gives % as the first n words generated, or ∅ if

none exists
1: Let y1, . . . , ym be integer variables set to −1
2: for each letter position q of each word wp where p is from 1 to n− 1 do
3: Let i be such that ai is equal to wp[q]
4: if yi is equal to −1 then
5: yi ← p
6: end if
7: end for
8: for each vector β = (j1, . . . , jm), where 0 ≤ ji ≤ |wyi+1| do
9: set G to the output of Algorithm 1 with % and β

10: if G 6= ∅ then
11: return G
12: end if
13: end for
14: return ∅

Corollary 1. For a fixed alphabet V , and sequence of words % = (w1, . . . , wn),
n > 1 such that V = alph({w1, . . . , wn−1}), there is an algorithm to find every
D0L-system over V that is compatible with % in polynomial time S(%).

3.2 Deterministic Context-Sensitive L-Systems

We now address the inductive inference problem for context-sensitive L-systems.

Deterministic context-sensitive inductive inference problem:
Given an alphabet V = {a1, . . . , am}, context lengths k, l ∈ N, and a
sequence % = (w1, . . . , wn) of n > 1 words over V , find a deterministic
(k, l)-system G that generates % as the developmental sequence of length
n.

Similarly to the case of D0L systems, we say that G is compatible with an input
sequence % = (w1, . . . , wn) if % is the developmental sequence of length n in G.

Algorithm 1 can be extended to deterministic (k, l)-systems by replacing
productions of the form a→ x with productions of the form u < a > v → x, for
each substring uav of length k + l + 1 appearing in %. The first k symbols then
are the left context u, the next symbol is the strict predecessor a, and the last
l symbols are the right context v. The inference process thus involves “sliding
a window” of length k + l + 1 over each word of w1, . . . , wn−1. In addition,
separate productions with shorter contexts are considered near the beginning
and end of each word wi. As discussed in Section 2, when applying rules for
a context-sensitive L-system, the production with the longest applicable left
context and then the longest applicable right context will be chosen. The left
and right contexts can, however, be shorter than k and l when there are less
than that many symbols of context in the letter a in wi being rewritten, at
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which point, they are still the longest contexts possible. A deterministic (k, l)-
system in which the context are always the longest possible up to the limit k, l
is said to be of maximal context.

Formalizing these concepts, given a sequence of words % = (w1, . . . , wn) over
V we define the set of (k, l)-predecessors in %, denoted by ∆k,l(%), as the set of
all triplets u < a > v such that:

– a ∈ V ,
– uav is a subword of some w ∈ {w1, . . . , wn−1},
– either |u| = k or 0 ≤ |u| < k and uav is a prefix of w, and
– either |v| = l or 0 ≤ |v| < l and uav is a suffix of w.

We further define a ∆k,l(%)-subset (k, l)-system to be a tuple G = (V, ω, P ),
where V is an alphabet, ω ∈ V ∗ is the axiom, and P is a finite set of productions
u < a > v → x such that u < a > v ∈ ∆k,l(%). A ∆k,l(%)-subset (k, l)-system is
said to be compatible with % if it can generate % as the first sequence of words.

A ∆k,l(%)-subset (k, l)-system may be incomplete, in the sense there may be
words generated past wn−1 that have a subword uav such that u < a > v /∈
∆k,l(%). Nevertheless, by taking all remaining words u < a > v /∈ ∆k,l(%) such
that |u| ≤ k and |v| ≤ l, and creating productions u < a > v → χ where χ ∈ V ∗

is an arbitrary successor, results in a completely specified deterministic (k, l)-
system. It is thus easy to extend any ∆k,l(%)-subset (k, l)-system into a fully
specified deterministic (k, l)-system.

Proposition 3. Given an alphabet V = {a1, . . . , am}, context sizes k and l, a
sequence of n words % = (w1, . . . , wn) over V , and a function f(u, a, v) into N0

defining the length of the successors for predecessors u < a > v ∈ ∆k,l(%), there
exists at most one ∆k,l(%)-subset (k, l)-system G such that:

– G is compatible with %,
– u < a > v → xu,a,v is a production with f(u, a, v) = |xu,a,v|.

Furthermore, G can be determined in O((k + l) · S(%)) time when data is stored
in the form of a trie.

Proof. We construct Algorithm 3 that extends Algorithm 1 to the context-
sensitive case. The goal is to take the sequence % and a length associated with
each predecessor string in ∆k,l(%) as input (these input length correspond to
parameters j ∈ β in Algorithm 1), and determine a ∆k,l(%)-subset (k, l)-system
compatible with these lengths. To this end, each predecessor string u < a >
v ∈ ∆k,l(%) as well as the length of its successor, f(u, a, v), is stored in a trie
data structure. The trie enables the lookup of u < a > v information in time
linearly proportional to |uav|. The algorithm “slides a window” over each word,
w1, . . . , wn−1 ∈ %. As each new predecessor u < a > v is encountered, the pre-
scribed length of its successor, stored in the trie, is used to determine the letters
from the next word that make up the successor (as done in Algorithm 1). The
result is also stored in the trie. If a successor has previously been found, the
algorithm compares it with the current candidate. If they do not match, the
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∆k,l(%)-subset (k, l)-system G sought does not exist. Alternatively, if no conflict
occurs, the trie contains the inferred ∆k,l(%)-subset (k, l)-system G, The time
taken to slide such a window over % is O((k + l) · S(%)). ut

Since each ∆k,l(%)-subset (k, l)-system can be extended into a determinis-
tic (k, l)-system by associating all elements not stored in the trie with identity
productions, the following is true:

Corollary 2. Given an alphabet V = {a1, . . . , am}, context sizes k and l, a
sequence of n words % = (w1, . . . , wn) over V , and a function f(u, a, v) to N0

defining the length of the successors for predecessors u < a > v ∈ ∆k,l(%), a
deterministic (k, l)-system G can be found, if it exists, such that:

– G is compatible with %,
– u < a > v → xu,a,v is a production with f(u, a, v) = |xu,a,v|.

Furthermore, one such system G, if it exists, can be determined in O((k+l)·S(%))
time.

It is also possible to use Algorithm 3 as as a subprogram, similar to Algorithm
1, to consider all possible successor lengths.

Proposition 4. Given an m-letter alphabet V , context sizes k and l, and a
sequence of words % = (w1, . . . , wn) where q is the longest word in %, a ∆k,l(%)-
subset (k, l)-system compatible with % can be found, if one exists, in worst case

time O(q(m+1)k+l+1 · (k + l) · S(%)).

Proof. We proceed by constructing Algorithm 4 that extends Algorithm 2 to the
context-sensitive case. The algorithm starts by creating an empty trie. It then
scans % while sliding a window, such that when reading u < a > v, it stores this
predecessor as well as the following information associated with it in the trie:

– the first word where u < a > v occurs, denoted by g(u, a, v) with 1 ≤
g(u, a, v) ≤ n− 1,

– a unique natural number denoted by h(u, a, v) such that the jth triple added
to the trie is assigned j.

Both g(u, a, v) and h(u, a, v) can be determined as it is sliding the window. At
the end, it can determine r such that r = |∆k,l(%)| and each h(u, a, v) is a
unique number in {1, . . . , r}. Next, it introduces two vectors α and β with r
components. With a depth-first traversal of the trie, when scanning u < a > v,
the algorithm stores one plus the length of the word following the occurrence of
u < a > v, 1+ |wg(u,a,v)+1|, at position h(u, a, v) of α; the length of the successor
with predecessor u < a > v is strictly less than this amount. The algorithm
continues as with Algorithm 2 through all combinations of β = (j1, . . . , jr),
where 0 ≤ ji < α(i), for 1 ≤ i ≤ r. There are

∏
1≤i≤r α(i) such combinations for

β, and it calls Algorithm 3 for each. This is O((k+ l) · S(%) ·
∏

1≤i≤r α(i)) time.
Simplifying by letting q be the longest word in %, we get O(qr · (k + l) · S(%)).
Here, an upper bound for r is (m+ 1)k+l+1 since there are m possibilities for ai,
(m + 1)k for u (due to prefixes shorter than k), and similarly for v. Hence, the

time is O(q(m+1)k+l+1 · (k + l) · S(%)). ut
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This can be done in polynomial time if m, k, and l are fixed. For context-
sensitive L-systems in the literature, k and l are often quite small (often only
one). Therefore, for these systems, the time mainly depends on the alphabet
size.

By associating any undefined elements in the trie with identity productions,
the following is true:

Corollary 3. Given an m-letter alphabet V , context sizes k and l, and a given
sequence of words % = (w1, . . . , wn) where q is the longest word in %, a deter-
ministic (k, l)-system compatible with % can be found, if one exists, in worst case

O(q(m+1)k+l+1 · (k + l) · S(%)) time.

If the alphabet size and context sizes are fixed, the algorithm runs in poly-
nomial time.

Corollary 4. For a fixed size alphabet V , fixed k and l context sizes, and a given
sequence of words %, there is an algorithm to find a deterministic (k, l)-system
compatible with % in polynomial time, S(%).

4 Speedups Using Letter Occurrence Arithmetic

4.1 Context-Free Case

This section will first present a mathematical approach to speeding up inductive
inference of D0L-systems. The idea as applied to D0L systems is in fact already
known [9], but we review it here as it helps understand the context-sensitive case.
We then extend it to context-sensitive L-systems, for which it was not described
before.

Let G = (V, ω, P ) be a D0L system over alphabet V = {a1, . . . , am}, xi the

successor of production ai → xi ∈ P , and x
(j)
i = |xi|aj

the number of occurrences
of letter aj in this successor for 1 ≤ i, j ≤ m. The growth matrix of G, denoted

by M(G), is then the m×m matrix such that position i, j contains x
(j)
i .

Given a sequence of words % = (w1, . . . , wn) over V = {a1, . . . , am}, and
s, r ∈ N such that 1 ≤ s ≤ s + r − 1 ≤ n, let Ys,r(%) be the r ×m matrix such
that element i, j is |ws+i−1|aj : the number of occurrences of letter aj in word
ws+i−1. In other words, row i of Ys,r(%) is the Parikh map of ws+i−1. We then
have: 

y
(1)
1 y

(2)
1 . . . y

(m)
1

y
(1)
2 y

(2)
2 . . . y

(m)
2

...
. . .

...

y
(1)
m y

(2)
m . . . y

(m)
m


︸ ︷︷ ︸

Y1,m(%)


x
(1)
1 x

(2)
1 . . . x

(m)
1

x
(1)
2 x

(2)
2 . . . y

(m)
2

...
. . .

...

x
(1)
m x

(2)
m . . . x

(m)
m


︸ ︷︷ ︸

M(G)

=


y
(1)
2 y

(2)
2 . . . y

(m)
2

y
(1)
3 y

(2)
3 . . . y

(m)
3

...
. . .

...

y
(1)
m+1 y

(2)
m+1 . . . y

(m)
m+1


︸ ︷︷ ︸

Y2,m(%)

(1)

Now, suppose that we are given an initial sequence of words, % = (w1, . . . , wm+1),
generated by an unknown D0L-system G over V = {a1, . . . , am}. The growth



10 Ian McQuillan, Jason Bernard, and Przemyslaw Prusinkiewicz

matrix M of G is a (not necessarily unique) solution to the equation

Y1,m(%)M = Y2,m(%). (2)

The sum of the entries in row i of M is the length of the presumed successor xi
of ai. Given this length for each i = 1, . . . ,m, we can use Algorithm 1 to infer the
D0L-system compatible with %, if it exists. As the word lengths are non-negative
integers, only integer solutions to Equation 2 are of interest, i.e., we consider
Equation 2 as a system of linear diophantine equations. The general solution to
such a system can be calculated in polynomial time (Corollary 5.3c of [16]). The
solution space of possible entries in M is further reduced to be finite, because

each element x
(j)
i must satisfy the inequality 0 ≤ x

(j)
i ≤ |wp+1|aj : the number

of occurrences of letter aj in the successor xi of ai cannot exceed the number of
occurrences of aj in the word wp+1 derived from a word wp in which ai occurs.
Although we do not have a quantitative evaluation of the resulting speedup, the
use of diophantine equations appears to significantly reduce the number of calls
to Algorithm 1, compared to the brute-force Algorithm 2.

An important special case occurs when matrix Y1,m(%) is invertible. The
growth matrix M = Y1,m(%)−1Y2,m(%) is then unique. If it contains anything
other than non-negative integers, a D0L-system compatible with the given se-
quence % does not exist. If, in contrast, all elements of M are non-negative
integers, Algorithm 1 can find the D0L-system compatible with % (which is then
unique) or determine that such a system does not exist, in O(S(%)) time (Propo-
sition 1). Since the inverse of an m ×m matrix can be calculated in O(m2.376)
time ([17] combined with later result on faster matrix multiplication [18]), the
following is immediate:

Proposition 5. Given an m-letter alphabet V and a sequence of words % =
(w1, . . . , wm+1) such that Y1,m(%) is invertible, there is an algorithm that deter-
mines the unique D0L system compatible with %, or reports that none exists, in
time O(S(%) + m2.376). Furthermore, if m is fixed, then the algorithm runs in
time O(S(%)).

Lastly, if more than m + 1 words are given as input, as long as there are
m consecutive words starting at word i such that Yi,m is invertible, then this is
enough to uniquely determine a D0L system if it exists.

4.2 Context-Sensitive Case

This procedure is extended next to work with deterministic (k, l)-systems.

Let k, l ∈ N, and consider a deterministic (k, l)-system G = (V, ω, P ) that
is maximal context. Next, consider some fixed ordering (such as lexicographic)
of all elements in V ≤k < V > V ≤l (all possible windows including maximal
contexts). Let r be the number of these words, and let zi be the ith such word,
for 1 ≤ i ≤ r. Here, if m = |V |, then r ≤ (m+ 1)k+lm.
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Given a word w ∈ V ∗, define the (k, l)-windowed Parikh vector of w as the
r-coordinate vector ψk,l(w), where for 1 ≤ i ≤ r,

ψk,l(w)(i) = |{q | zi = u < a > v,w[q, s] = uav,
and either k = |u| or |u| < k and q = 1,
and either l = |v| or |v| < l and s = |w|}|.

This can be explained as follows: Consider position i of the vector where zi =
u < a > v. Intuitively, position i would give the number of times a production
with predecessor u < a > v would get applied when rewriting w with maximal
contexts. When |u| = k and |v| = l, this is the number of times zi occurs as a
subword of w; when |u| < k and |v| = l, this is 1 if uav is a prefix of w and
0 otherwise; when |u| = k and |v| < l, this is 1 if uav is a suffix of w and 0
otherwise; when |u| < k and |v| < l, this is 1 if uav = w and 0 otherwise.

Let i satisfy 1 ≤ i ≤ r, let xi be the string such that (zi = u < a > v)→ xi ∈
P , and let x

(j)
i = ψ(xi)(j), for 1 ≤ j ≤ m (ψ(xi) is the normal Parikh vector).

The growth matrix of G, denoted by M(G), is the r ×m matrix:

M(G) =


x
(1)
1 x

(2)
1 . . . x

(m)
1

x
(1)
2 x

(2)
2 . . . y

(m)
2

...
. . .

...

x
(1)
r x

(2)
r . . . x

(m)
r

 (3)

Let wi be the ith word derived by G, for 1 ≤ i ≤ n (thus ω = w1). Further-

more, let t
(j)
i = ψk,l(wi)(j) for 1 ≤ i < n, 1 ≤ j ≤ r. Let s, r ∈ N be such that

1 ≤ s ≤ s+r−1 ≤ n−1, and let Ts,r(%) be the r×r matrix such that the element
at position i, j is ti+s−1(j) (that is, the rows are ψk,l(ws), . . . , ψk,l(ws+r−1)).
Similar to Equation 1, we have:

T1,r(%)M(G) = Y2,r(%). (4)

Note Y2,r(%) is an r ×m matrix calculated using the normal Parikh map.
Now, suppose that we are given an initial sequence of words % = (w1, . . . , wn)

over V = {a1, . . . , am} and context sizes k, l, and the goal is to determine if this
sequence can be generated by an unknown deterministic (k, l)-system. Then, on
input %, an algorithm can scan one word at a time while sliding a window, and
make a trie to hold ∆k,l(%) as with the proof of Proposition 4 (recall ∆k,l(%) is
the set of all triplets u < a > v that occur with maximal contexts in all but the
last word of %). Let r = |∆k,l(%)|. A vector α with r components is calculated. In
the trie, when scanning u < a > v, the following are stored: the index of the first
word where u < a > v occurs, g(u, a, v); and some unique number h(u, a, v) from
1 to r giving a position of α. The length 1 + |wg(u,a,v)+1| is stored in position
h(u, a, v) of α. Indeed, after all words u < a > v are added to the trie based on
%, it is possible to calculate r = |∆k,l(%)|, and the h(u, a, v) values then provides
the fixed ordering of the elements in ∆k,l(%). This ordering can then be used for
the calculation of ψk,l(wi).
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Assume henceforth that n ≥ r + 1. Then, as with D0L systems, an interme-
diate goal is instead to determine all integer matrices M such that

T1,r(%)M = Y2,r(%). (5)

By Equation 4, if M is the growth matrix of a (k, l)-system that is compatible
with %, then M is a solution to this equation. In this case, the sum of the entries
of row i gives the length of the successor of the production with predecessor
u < a > v, where h(u, a, v) = i.

Instead of using brute force to try all possibilities of length combinations,
the procedure instead calculates the inverse of T1,r(%) if it exists. If the inverse
does exist, it solves for M as T1,r(%)−1Y2,r(%). Indeed, if there is a (k, l)-system
compatible with %, then M must be the growth matrix of the maximal context
(k, l)-system compatible with %. From M , the length of each production is im-
plied, and Proposition 3 then provides an algorithm to assess compatibility. In
terms of complexity, the trie can be built in O((k + l) · S(%)) time. The inverse
can be computed in O(r2.376) if it exists and so M = T1,r(%)−1 · Y2,r(%) can
again be computed in O(r2.376) time. Then the row sums can be stored back in
the trie, and by using Proposition 3, the unique maximal context ∆k,l(%)-subset
(k, l)-system, if it exists, can be computed in time O((k + l) · S(%)) time.

Proposition 6. Given an m-letter alphabet V , context sizes k, l, and a sequence
of words % = (w1, . . . , wn) over V , with r = |∆k,l(%)|, n ≥ r + 1, and such that
T1,r(%) is invertible, there is an algorithm that determines the unique maximal
context ∆k,l(%)-subset (k, l)-system compatible with %, or reports that none exists,
in time O((k + l) · S(%) + r2.376).

By setting all unused productions not in the trie to be identity productions,
the following is implied:

Corollary 5. Given an m-letter alphabet V , context sizes k, l, and a sequence
of words % = (w1, . . . , wn) over V , with r = |∆k,l(%)|, n ≥ r + 1, and such that
T1,r(%) is invertible, there is an algorithm that determines a deterministic (k, l)-
system compatible with %, or reports that none exist, in time O((k + l) · S(%) +
r2.376).

As with D0L-systems, more generally there can be more than one matrix
that is a solution to Equation 5. It is again possible to consider Equation 5 as a
system of linear diophantine equations. Then for each solution of M , Proposition
3 can be used to assess compatibility. Lastly, to use matrix inversion, if n > r+1,
then it is only necessary to have Ti,r be an invertible matrix for some i in order
to apply this approach.

5 Conclusions and Future Directions

In this paper, polynomial time algorithms are provided that solve the inductive
inference problem, when the size of the alphabet and the context sizes are fixed.
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Then a speedup is provided using letter occurrence arithmetic. For context-
sensitive L-systems, if a matrix defined by using a generalization of the Parikh
map on the input words gives an invertible matrix, then the context-sensitive
system can be inferred in polynomial time in the context lengths and the sum
of the input word lengths. This technique can also be used when the matrix is
not invertible by using solutions to linear diophantine equations.

Some immediate questions arise from this work. First, is there a complexity
class such that inferring different types of L systems where the alphabet size is
not fixed is hard for that class? Also, can any approaches presented here work
for nondeterministic (or stochastic) L-systems? In addition, from a practical
perspective, can these approaches be combined with a computer vision approach
to automatically infer L-systems from sequences of images?
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